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SUMMARY

The paper presents an optical non-contact method of measuring the static deflection structure in one plane.
Displacements of measurement points of the structure under the load were computed by means of digital image
correlation coefficient. The application of homography mapping enabled the deflection field to be computed from
two images of the structure acquired from two distinct points in space. The model of the developed vision system
were implemented and simulated in the MATLAB programming tool. The impact of the corner detector inaccuracy
on the measurement results was investigated. The uncertainty propagation of the developed method was examined
in a series of simulations. The distance of the camera and the focal length were investigated parameters of the
system. In the paper, the variability of homography components as well as variability of displacements measured
in each of the points of interest are presented.
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ANALIZA NIEPEWNOSCI POMIAROWEGO SYSTEMU WIZYJNEGO
WSPOMAGANA EKSPERYMENTEM NUMERYCZNYM

W artykule zaprezentowano optycznq bezkontaktowq metode pomiarowq ugieé statycznych konstrukcji w jednej
plaszczyznie. Przemieszczenia punktow pomiarowych obiektu bedgcego pod dzialaniem obciqzen zostaly wyznaczo-
ne za pomocq znormalizowanego wspoiczynnika korelacji. Zastosowanie przeksztalcenia homograficznego umozli-
wilo uzyskanie krzywej ugiecia konstrukcji na podstawie dwoch obrazow wykonanych z dwoch rozmnych punktow
przestrzeni. Numeryczny model wizyjnego systemu pomiarowego zostal zaimplementowany w srodowisku MATLAB.
W pracy zbadano wplyw niedokladnosci detektora naroznikow Harrisa na wynik pomiaréw. Propagacja niepew-
nosci opracowanej metody pomiarowej zostata wyznaczona w serii eksperymentow symulacyjnych. Badanymi pa-
rametrami systemu byly: odleglos¢ kamery od obiektu oraz ogniskowa. W artykule przedstawiono zmiennosé
elementow macierzy homografii oraz wartosci przemieszczen wyznaczanych przez system w kazdym z punktow po-
miarowych.

Stowa kluczowe: korelacja obrazow cyfrowych, przeksztafcenie homograficzne, systemy wizyjne, pomiary odksztalcen

1. INTRODUCTION

Vision-based techniques belong to the group of non-contact
global Structural Health Monitoring methods which enable
global measurements of static deformations to be carried
out. Their main advantages are: high measurement density,
low cost and universality. In the diagnostics of civil engi-
neering structures, measurements of displacements are the
major tool of the static states evaluation. They allow da-
mage detection to be performed by means of an analysis of
a change in the geometry of a structure.

The nature of real measurements features immanent un-
certainty (Bornert et al. 2009, De Santo et al. 2004). Limit-
ed quality of measurement equipment inevitably results in
the variation of yielded outcomes. Therefore it seems justi-
fied the utilization of both the sensitivity analysis and the
assessment of uncertainty propagation (Moens at al. 2006,
Schueller 2006). They can be performed to check the quali-
ty of optical tools applied in the area of SHM (Giurgiutiu
2008, Park et al. 2007). A deterministic assessment intro-
duces no information how the measured response varies in

the presence of identified uncertainties. The solution
that helps to overcome mentioned inconvenience could be
a series of measurements performed in order to determine
required statistics and scatters. Stochastic analyses allow to
search for the relationships between interesting input and
output parameters as well as to find the best configuration
of measurement equipment which characterizes the least
sensitivity to present uncertainty.

Identified uncertainties can be modeled as random num-
bers or fields, intervals or fuzzy numbers (Moens at al.
2005, Schueller 2006). In case of random numbers they are
represented with statistics of chosen orders, e.g. mean, stan-
dard deviation, etc, or probability density functions (PDF).
Random fields stand for an extension of random numbers
since they are used spatial PDF with assumed correlation
between input characteristics e.g. defined with the correla-
tion length (Schueller 1997).The random fields can be suc-
cessfully applied for instance for modeling the roughness
of a surface. An applied form of uncertainty modeling deter-
mines the method which can be used for the uncertainty and
sensitivity analyses. There are distinguished probabilistic
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and possibilistic computational techniques. The first group
can deal with random numbers and fields. The Monte Carlo
simulation (MCS) is commonly applied to find PDF and
statistics (Schueller 1997). The latter group in turn can be
used in case of intervals and fuzzy numbers (Moens at al.
2005, Dubois 1980, Moore 1966).

The most known computational methods are: the interval
analysis, the vertex method, fuzzy sets theory including the
Zadeh’s extension principle and the transformation method
with their several improvements (Donders et al. 2005,
Hanss 2002, 2005). As the alternative to the fuzzy number
theory and the transformation method the application of the
effective alpha-cut strategy can be also considered (Don-
ders et al. 2005). Uncertainty analyses make the results of
numerical simulations be closer to real experiments. They
also help to understand true nature of a phenomena present
in mechanical structures while their operation. The sensiti-
vity analysis may help to exclude those input parameters
which are noninfluential.

2. VISION IN-PLANE DEFLECTION
MEASUREMENT METHOD

The developed vision in-plane deflection measurement
method consists of the following steps calibration, rectifica-
tion and deflection measurement (Uhl et al. 2009, 2009a):
In the first step, the calibration of the system is performed.
The scale coefficient is calculated from objects on the scene
with known geometric dimensions (calibration disks with
known diameter, calibration squares, length standards). The
method provides the full calibration of intrinsic and extrin-
sic camera parameters with the third degree model of lens
distortions. Lens distortions reduction is an optional step of
the method. The reference image and two or more images
of the construction under the load are acquired by the ca-
mera. The successive photographs can be taken from
distinct points in space. The second step is the automatic
detection and matching of markers coplanar with the plane
of the measured construction and the calculation of the
homography matrix H. The mapping H is applied to all the
photographs in order to remove the projective distortions
from an image of one, particular plane of the structure,
which makes it possible to spatially overlay photographs
acquired from different points in the space with the refe-
rence image. In the third step, the image of the construc-
tion is divided into parts — intensity patterns and then
positions of the corresponding patterns on the reference im-
age and images of the structure under the load are found
by means of the normalized cross correlation coefficient
(NCCO). The deflection curve is computed from the data ob-
tained in that step. The sub-pixel techniques are introduced
to increase the accuracy of the displacement measurement.
In the last step, the scale coefficient is applied to rescale the
beam’s deflection curve to metric units. An interpolation of
the scale coefficient value in every measurement points is

possible if at least two calibration pattern are attached to
different parts of the construction (Uhl et al. 2009, 20092)
The method is schematically described in the Figure 1.
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Fig. 1. Main steps of the developed algorithm

Calibration of the system

The full calibration (Ma et al. 2004) of the vision system
is carried out in order to obtain the intrinsic calibration
matrix K and the set of four radial and tangential lens dis-
tortions coefficients. The calibration is performed by means
of Zhang method (Ma et al. 2004, Hartley et al. 2004). The
chessboard planar pattern with black and white squares, an
even number of rows and odd number of columns is used.
The scale coefficient o fpix is computed from an object on
the scene with known geometric dimensions.

Rectangle detection algorithm

In the next step of the method, the boundaries enclosing
all foreground objects are detected automatically. The
boundaries are filtered by the shape filter whose response is
the strongest for convex, rectangular contours with an user
defined ranges of area, width to height ratio and angle be-
tween adjoining sides of the quadrilaterals. The method is
illustrated in Figure 2. Positions of corresponding vertices
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Fig. 2. Rectangle detection algorithm carried out
on lab set-up image
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of markers at both images are refined by the Harris corner
detector (Ma et al. 2004). Each of the corners of the rectan-
gular contours found by the shape filter is located automa-
tically by the sub-pixel corner detector. The point at the close
neighborhood of the rectangle’s vertex with the highest re-
sponse rate of the Harris detector is taken as a new, refined
approximation of the position of the real boundary vertex.

Planar homography transformation

The homography (Harltley et al. 2004, Zitova et al.
2003) is a mapping which transforms a set of points on the
plane into different set of points on the same plane and is
denoted by matrix H. If the corresponding points are repre-
sented in homogenous coordinates as vectors x and x', the
transformation which maps coplanar points of the image
with projective distortions to corresponding points of the
reference image is given by the equation:

x = Hx’ (1)

Where H is the homography transformation matrix:

My hy s
H=|hy hy hy )
hyy hyy I3

In equation (2) the matrix elements 4, and &,, represent
the translation. The elements of the upper left 2x2 sub-ma-
trix are associated with the rotation, shear transformation
and scaling. The last row of the matrix H is responsible for
the perspective and non uniform foreshortenings. The last
element /5, of the normalized form of the homography ma-
trix is always equal to 1.

The homography matrix H is computed from a set of at
least four coplanar corresponding points by the linear least
squares algorithm (DLT) (Hartley ef al. 2004). The image of
the construction is rectified if all its pixels are transformed
by the homography mapping. The results of the rectification
algorithm at the real image are shown in Figure 3.

Deflection measurement by the means
of the normalized correlation coefficient

The value of the digital image correlation coefficient
(Chu et al. 1985) calculated at the pixel of the image is
equal to the degree of similarity between the region cen-
tered on that pixel and a given intensity template. The nor-
malized cross correlation coefficient can reach values from
interval [-1, 1]. When values of an analyzed region of the
image are the same as values of the intensity from the
known intensity pattern, the correlation coefficient is the
maximum and is equal to 1. The cross correlation coeffi-
cient (NCC) is used for the computation of the displacement
field. The reference image of the unloaded construction
is divided into intensity patterns (Uhl et al. 2009, 2009a).
Positions of each of the intensity patterns are calculated for
both of images: the reference one and the rectified one by
means of the correlation coefficient. In the developed me-
thod, only the local search in the neighborhood of each
intensity pattern is performed. Displacement vector for each
of the measurement points is computed as a difference
between positions of the pattern on two images of the con-
struction: taken before and after deformation (Fig. 4). Calcula-
tion carried out on each of the points of interest gives complete
course of deflection. The correlation method was refined by
a sub-pixel technique which made it possible to increase the
measurement accuracy up to 0.01-0.1 parts of a pixel.

Fig. 3. The reference image (a) the image captured from a different point in space (b) the image rectified
by the homography matrix (c)

/ LOAD

Deflection

Fig. 4. The same intensity pattern found on the reference image the image of the construction under the load
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3. NUMERICAL SIMULATION OF THE METHOD

In order to carry out the uncertainty analysis of the method,
the discrete model of the scene consisting of the virtual
camera and the construction were developed in MATLAB
programming tool. The model consists of the pinhole cam-
era with the known internal (f,,, fsy, Uy, vy Sp) and external
(R, T) calibration matrices (Ma et al. 2004), its projection

model given by equation (3) and the virtual image plane.
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Table 1

The focal lengths used in simulations with the associated
reference distances to the construction

Reference
Focal length f Peteies
[mm] o
12 500
35 1200
50 1800
80 2500

The virtual camera with 21.1 Mega pixel resolution sen-
sor and the lens with adjustable 4 different focal lengths
(f = 12 mm, 35 mm, 50 mm and 80 mm) were modeled. For
each of the focal lengths there were associated reference
distances between the camera and the construction. They
were summarized in the Table 1. The model of construction
consisted of a simply supported beam loaded by a point
force acting centrally and a set of markers coplanar with
the beam’s plane needed for the image rectification. The
FEM model of the beam was constructed in MATLAB
from 1D beam elements. The steel beam of length 800 mm,
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cross section area 500 mm? and elastic modulus equal
to 2.110° MPa was modeled. The construction was loa-
ded by a point force of magnitude 1000 N. The set consist-
ing of 6 markers was positioned symmetrically with respect
to the structure (Fig. 5). In the analysis of the variability
of the method, the homography matrix components and
calculated deflection of the beam were taken as tested pa-
rameters.

In the simulations, the uncertainty is considered for all
the corner coordinates of used 6 markers. A random noise
described by normal probability distribution function is
added to the nominal values of both vertical and horizontal
coordinates of the corner points.

In the next discussion, the following notation, concern-
ing the simulation experiment, will be used: each of the
measurement series will be designated as £XdY, where X —
the focal length value [mm], Y — the reference distance for
a given focal length [mm], for example: £50d1800 means
the images obtained by a camera with a focal length 50 mm
and a reference distance d = 1800 mm.

4. RESULTS OF THE SIMULATIONS

The first analysis deals with the assessment of the un-
certainty propagation for the case when the distance d,
between the camera and observed object is changed within
the specified bounds (for example, for a focal length
f =50 mm, from 500 mm up to 7500 mm). In all the figures,
the relative distance (a distance increase) with respect to
the reference, denoted as do, is presented. For each displa-
cement of the camera, there are assumed several standard
deviations attached to the localizations of marker corners,
i.e.: 0.005, 0.05, 0.5, 1, 1.5, all defined with pixels as units.
In the following the variation of the components of rectifi-
cation matrix is discussed. Figures 6a and b present the
standard deviations and mean values of all matrix compo-
nents obtained for an exemplary case with the input stan-
dard deviations 0.5 pixels and for the reference distance
equal to 1500 mm between the camera and object.

Image from virtual camera

11
2

R

400 500 600 700

pixels

0 100 200 300

Fig. 5. The camera setup modeled in the simulations: two pinhole projection cameras at the distance dj, (reference) and d,
from the construction (a) the virtual image plane with the image of the construction (b)
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The variation of the first chosen component of the rectifi-
cation matrix h,, for different input standard deviations
is shown in Figure 7a. In the experiment, the reference dis-
tance equal to 1200 mm with the focal length equal to
35 mm were assumed. There should be noted a nonlinear
relationships between the distance to object increase and
the resultant standard deviation of the corresponding ma-
trix component. The same observation relates to the remain-
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ing matrix components excluding /,, which is normali-
zed to unity in all cases. Figure 7b shows the variation
of chosen matrix component /4, for all reference cases and
the chosen distance from the camera to the object equal
to 1500 mm. Figure 8 enables for the comparison of compo-
nents of the rectification matrix for the case when the refe-
rence distance is equal to 1200 mm and the focal length is
equal to 35 mm.

b) Reference case:
12d500

0.25/ | — 3541200
— 15001800
—180d2500
= 02 !
‘s
c
o
3 /
< 015
e
=
o
=}
T o1
(%]
i
0.05 .
o e
—
S — i

1 12 1.4

0.2 0.4 0.8
Input standard deviation [pixel]

Fig. 7. Standard deviation of the matrix component /4, for the chosen reference case (a) Standard deviation
of the matrix component /,; for the chosen distance to the object (b)

-
o
o

=]
o

23

[=23
(=3

B
(=]

n
o

Standard deviation of matrix component
o

02 04 06 08 1 12 14
Input standard deviation [pixel]

-
b) §
S h.,
Q_[1.05
g
= 0.04
E . 1
£
= 0.03 h12
c
o
tw 0.02
i
@
=]
T 0.01 _
° .
e he, h. Dt
o ) | 32— 31 —=
n 02 04 06 038 1 12 14

Input standard deviation [pixel]

Fig. 8. Standard deviation of all components of the rectification matrix for the chosen reference case (a)
the components /3, 4,3, the remaining matrix components (b)

69



Krzysztof HOLAK, Piotr KOHUT, Adam MARTOWICZ, Tadeusz UHL
AN UNCERTAINTY ANALYSIS FOR DEVELOPED MEASUREMENT VISION SYSTEM...

a)
% 04 Input standard deviation /_
5 0.35{—0.005 /f
*g —0.05 J
3 03H_g5 e -
5 025/ ! S A
g —15 /_/—/ L
T 02 S
3 0.15 /'/ —
o
5 —
g5 0.1
@ _—
E 0.05
% L
=

1000 1500 2000 2500 3000 3500

Distance from camera to object [mm]

o

500

b)

©
s
IS

Largest
distance,

_

—
——
10 20 30

(=]
=
N

N
N

o
=

2
o
©

=
o
o)

o
o
=

Standard deviation of deflection [pixel]

40 50 60 70 8

Measurement points along beam

0

Fig. 9. Maximal standard deviation of static deflection for the reference case (a) standard deviation
of static deflection measured along the beam (b)

Figure 9a presents the maximal standard deviation of the
static deflection of studied beam found for all measurement
points for chosen referential case with the distance 1200 mm
and with the focal length 35 mm. Irrespectively to small fluc-
tuations observed for plotted curves there are found linear
relationships between input and output standard deviations.
Figure 9b shows an exemplary group of curves found for all
measurement points localized along the beam and defining
the standard deviation of the static deformation for an
exemplary case with the input standard deviations 0.5 pixels.
As expected the best accuracy can be achieved in the middle
of the beam. The curves with the smallest values of standard
deviations are related to the smallest distances to the ca-
mera. However the ratio between these parameters mea-
sured for both the worst and the best case along the beam
decreases when increasing the distance.

The next analysis deals with the assessment of the uncer-
tainty propagation for different focal lengths being taken
from the interval: 12 mm up to 80 mm. Again, there are
assumed different standard deviations attached to the loca-
lizations of marker corners: from 0.005 up to 1.5 pixels. In
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the following, at first, the variation of the components of the
rectification matrix is discussed. Figure 10 presents the
standard deviations and mean values of all matrix compo-
nents obtained for the experimental case when the input
standard deviations is equal to 0.5 pixels and the focal
length is equal to 52 mm.

In Figure 11a there is shown the variation of the first
component of the rectification matrix 4, for different values
of input standard deviations for the exemplary case of the
reference distance 1200 mm and with the focal length 35 mm.
Nonlinear relationships for all matrix components are ob-
served, again excluding /.,. Figure 11b shows an exemplary
group of curves found for all measurement points localized
along the beam and defining the standard deviation of
the static deformation for an exemplary case with the input
standard deviations 0.5 pixels. As expected the best
accuracy can be achieved in the middle of the beam. The
curves with the smallest values of standard deviations are
related to the greatest focal length. The ratio between these
parameters measured for both the worst and the best case
along the beam decreases as the focal length decreases too.
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Fig. 10. Standard deviation of matrix components for a chosen input standard deviation equal to 0.5 pixels (a)
mean value of matrix components for a chosen input standard deviation (b)
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5. CONCLUSIONS

The experiments revealed that the 4, and 4,, components
associated with the translation part of the homography ma-
trix characterize the largest sensitivity to inaccuracies of the
corner detector. However, the mean values of these parame-
ters have been much larger than the remaining components
of the matrix H. As it is expected, the standard deviation of
the homography elements associated with the perspective is
less than 0.001 in both tested cases. It is consistent with the
modeled change of the camera parameters. In the simulation,
the virtual camera was undergoing one of two types of its
parameters’ variation: change of its focal length or change
of its distance from the construction. These variations result-
ed in two types of the virtual image modifications: the change
of its size or its translation on the image plane without intro-
ducing any perspective foreshortenings. The relationship
between the standard deviation value of the input to the algo-
rithm (corners positions) and the standard deviation of the
output (the homography components) has been linear in
both studied examples. However, the numerical examination
has revealed it to be a function of the focal length. The rate of
change of the output standard deviation was the highest for
the focal length equal to 12 mm (i.e. 0.2 for /;; component).
The research has exposed that it was an order of magnitude
smaller (0.01 for the same matrix element) for the focal
lengths greater than 35 mm. The images acquired by a ca-
mera with a small focal length exposed the largest perspec-
tive distortions, and therefore the scale of the object on the
images was not constant along its length. Numerical exami-
nation proved that the performance of the rectification algo-
rithm was the worst in this case. The larger focal length can
be approximated by a camera with a center at the infinity and
therefore the projective distortions are negligible.

The nonlinear relationship between the camera distance
to the object and the standard deviation of the matrix H
elements was observed for all H components. It should be
noticed that the aforementioned relationship was appro-
ximately linear for the reasonable change of the distance
for which the image was physically not out of focus (i.e.

1000 mm for f= 35 mm). The strong nonlinear relationship
has existed also for the occurrence in which the change of
the focal length value has been tested.

Research has showed that the relationship between
the camera distance to the object and the maximal value of
standard deviation of the beam’s deflection has been linear.
Another very significant observation has indicated that
deflection’s standard deviation has turned out to be less than
corners positions’ standard deviation for all cases of the
input noise level. For example, the standard deviation of the
input amounts to 1.5 pixels, results in the standard deviation
of the output equal to 0.4 pixels. The largest impact of the
input’s noise has been observed at the end points of the
beam. It is reasonable, since there are the smallest displace-
ments of points and their measurement is easily disturbed
by the noise in the image. The highest value of deflection’s
standard deviation was found for the focal length f= 12 mm,
irrespective of the chosen point of the measurement. How-
ever, the effect of the noise imposed on the corresponding
points coordinates was insignificant in all other cases.
The maximal standard deviation of the deflection was
amounted to 0.15 pixels for the largest inspected distance of
the camera, but it was observed that it reached values less
than 0.05 pixels for a physically feasible distance to the
object. It has exposed significant practical implications. If
the scale coefficient was equal to i.e. 0.3 mm/pixel, the un-
certainty in the deflection measurement equaled +0.003 mm
(2-c) which was acceptable. Research has proved that the
homography transformation can be introduced in the vision
measurement systems for the image rectification, however
the application of small focal lengths hasn’t been recom-
mended.

The technique of the in-plane deflection measurement
presented in this article enables images of the construction
to be taken from different points of view during examina-
tion. Simplification of the measurement procedure is possi-
ble because the complicated, expensive and time-consum-
ing step of camera positioning is not necessary. The system
has provided high measurement density without an use of
active optical methods.
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