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Abstract: Mathematical modelling of the migration of pollutants in the groundwater environment requires 
knowledge of the values of transport and sorption parameters. 

The aim of this study was 1) to determine the values of advection, dispersion and sorption parameters of selected 
tracers that are transported through a porous medium, and 2) to verify the applied parameters estimation procedure. 

The authors examined the migration of a solution containing conservative and reactive tracers (chloride, ni-
trate, lithium and ammonium ions) through a sample of medium sand. The soil sample for the column test was 
taken from an aquifer near the Tursko groundwater intake (Wielkopolska province, Poland). 

The parameter estimation procedure, conducted in the MATLAB environment, included the numerical solution 
of the differential equations of transport and sorption, and the application of the numerical optimization method. 
During the identification, the authors tested twelve mathematical models including the advection-dispersion mod-
el, as well as single and hybrid (i.e. two-site) sorption models. The authors made a comparison of parameter values 
obtained by means of the global and local optimization method. The fitting quality was assessed by calculating 
the root mean square error RMSE and correlation coefficient r. As a result of the research, the authors determined 
the values of the advection-dispersion parameters: hydraulic conductivity k, effective porosity ne, and longitudinal 
dispersivity α. The authors found out that the nature of lithium ions migration is best captured by the single sorp-
tion model (equilibrium sorption), whereas the nature of ammonium ions migration is by the hybrid model with 
irreversible sorption. Lithium ions on the tested soil revealed low sorption intensity, ammonium ions showed medi-
um intensity, while nitrate ions were transported at the same rate as chloride ions, exhibiting no retardation. 

The verification of parameter estimation in the MATLAB environment was carried out by comparing it 
against the alternative, well-known and often tested method, based on analytical solutions of the transport and 
sorption equation, combined with optimization within the FIELD and KLUTE-STEP programmes. 
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INTRODUCTION

Mathematical modelling of substance migration 
processes in aquifers requires knowledge of the 

transport parameter values (i.e. the advection-
dispersion parameters) and sorption parameters. 
Determining the value of these parameters is pos-
sible through solving the inverse problem, which 
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consists in finding the best fitting of the theoreti-
cal to the experimental breakthrough curve. Ex-
perimental breakthrough curves are recorded 
during tracer experiments e.g. column tests. The-
oretical breakthrough curves are calculated using 
computer programmes, on the basis of the adopt-
ed mathematical model that describes the trans-
port of the tracer through the porous medium. 
The mathematical model coefficients, i.e. param-
eter values, are determined during the course of 
the identification procedure by means of optimi-
zation methods.

Optimization methods are broadly and in-
creasingly used in various scientific disciplines 
(Nocedal & Wright 2006). The optimization meth-
od for assessing the value of the dissolved sub-
stance transport parameters is used, among oth-
er, in the CXTFIT code (Parker & Van Genuchten 
1984, Toride et al. 1995). Information on the op-
timization in the MATLAB environment can be 
found in the works of, e.g., Venkataraman (2009), 
Marciniak et al. (2009) and Okońska et al. (2016).

The aim of this study was to determine, during 
the course of the identification procedure in the 
MATLAB environment, the values of advection, 
dispersion and sorption parameters of the selected 
tracers that were transported through the porous 
medium, and to verify the applied parameters es-
timation procedure.

During the first stage of the procedure, nu-
merical differential equations of transport and 
sorption are solved. The second stage involves 
numerical optimization. Thanks to the numeri-
cal solution, it is possible to identify parameter 
values of various mathematical models, both the 
parameters of one-dimensional transport and 
sorption parameters of single and hybrid models. 
Single sorption models included equilibrium or 
non-equilibrium sorption, while hybrid sorption 
models combined equilibrium and non-equilibri-
um sorption. The estimation of parameters in the 
MATLAB environment is not limited to mathe-
matical models that have analytical solutions.

The authors tested twelve mathematical mod-
els, including the advection-dispersion model for 
one-dimensional transport, and a wide range of 
sorption models, including equilibrium sorption 
models and models combining equilibrium and 
non-equilibrium sorption. While estimating the 

parameters, the authors made a comparison of re-
sults obtained through global and local optimi-
zation. As many as one to four model parameters 
were identified at a time, and the assessment of the 
fitting of the theoretical and experimental break-
through curve was carried out on the basis of two 
indicators: the root mean square error RMSE and 
correlation coefficient r. A functional interface 
developed within the programming code makes 
it easier for the user to conduct identification re-
search in the MATLAB environment.

The verification of parameter estimation was 
carried out by comparing the values of transport 
parameters and the values of sorption parameters 
calculated in the MATLAB environment with 
the values determined with a well-known alter-
native analytical-numerical method. The results 
obtained provide a positive verification of the ap-
plied procedure.

The identified values of sorption parameters 
allow recognising the migration mechanism of 
particular tracers in the tested type of soil, and in 
some specific conditions they can be used as ini-
tial/input parameters or, after “upscaling”, to build 
numerical models in the local field scale (Gomez-
-Hernandez et al 2006, Deng et al 2013).

MATERIAL AND METHODS

Column test

Tracers breakthrough curves, which served to 
identify the values of transport and sorption pa-
rameters, were recorded during a column test 
under laboratory conditions. The material used 
in the test – a sample of medium sand Je-P3/1 – 
was taken from an aquifer in the recharge area 
of groundwater intake Tursko, in the village of 
Jedlec, southern Wielkopolska province, Poland 
(localization of the area is shown in Dragon et 
al 2016). The sand belongs to uniform grained 
soil, with a graining non-uniformity coefficient 
U  =  2.12. The content of organic matter in the 
soil determined by the calcination loss method 
amounts to 0.23%, and the content of organic 
carbon (total organic carbon TOC) determined 
by the elemental analysis method is 0.021%. The 
sand contains trace amounts of clay fraction. The 
clay minerals in it include smectite, kaolinite, 
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and illite. The cation exchange capacity CEC was 
calculated using an empirical formula (Appelo 
& Postma 1999) and is equal to 0.81 meq/100 g. 
The sand sample was placed in a filtration col-
umn that was 50 cm long and 9 cm in diame-
ter (Katalog parametrów hydrogeologicznych 
2016). During the column test, the authors ex-
amined the migration of the solution containing 
a conservative tracer (capable of being subject 
only to advection-dispersion transport) – chlo-
ride ions (Cl) and reactive tracers (non-conserv-
ative, which may be subject to advection-disper-
sion transport and sorption) - nitrate ions (NO3), 
lithium ions (Li) and ammonium ions (NH4). 
The solution containing tracers was injected as 
a pulse tracer injection of known concentration 
(Okońska 2006).

The transport of other reactive tracers - zinc 
and copper ions - was also examined during the 

column test. Owing to the aim of this paper and 
due to length limitations, the results obtained 
for these tracers are not presented – only three 
reactive tracers characterized by a different in-
tensity of sorption are discussed. Furthermore, 
groundwater near the Tursko well-field is con-
taminated with nitrate and ammonium (Dragon 
et al. 2016).

The concentration of chloride ions, nitrate 
ions and ammonium ions in the water sample 
was determined using the ion chromatography 
(IC) method. The limit of quantification of ions 
concentration was, respectively, 0.011, 0.002 and 
0.001 mg∙dm−3. The concentration of lithium ions 
was determined by means of Flame Atomic Ab-
sorption Spectrometry (FAAS). The limit of quan-
tification for those ions was 0.001 mg∙dm−3. The 
recorded breakthrough curves of conservative 
and reactive tracers are shown in Figure 1.

Fig. 1. Experimental tracers breakthrough curves: C/Min – tracer concentration in relation to the injected tracer mass; 1 – injec-
tion, 2 – Cl chloride ions, 3 – NO3 nitrate ions, 4 – Li lithium ions, 5 – NH4 ammonium ions; the table shows a percentage of the 
injected tracer mass retrieved in the column test

During the tests, the authors determined total 
porosity n by means of the gravimetric method 
and effective porosity ne by means of the volumet-
ric method (Fetter 2001, Leibundgut et al 2009). 
The authors also recorded the volumetric flow 
rate Q through a soil sample, which allowed de-
termining the hydraulic conductivity k. Mass bal-
ance RR [%] of each of the tracers was calculat-
ed by comparing injected mass of tracer Min [M] 

and recovered mass of tracer in the form of break-
through curve Mout [M]:

RR
M
M

out

in

= ⋅100 	  (1)

The calculated recovery of ammonium and ni-
trate ions mass and the lack of nitrite ions prove 
the lack of ammonium ions transformation into 
any other forms of nitrogenous compounds.
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Mathematical models
In the mathematical models, describing the trans-
port of tracers through the sand sample, the au-
thors omitted chemical and bio-chemical reac-
tions, biodegradation, chemo- and electro-osmotic 
and capillary effects. It was also assumed that the 
porous material is undeformable and fully satu-
rated with liquid solution and all the material and 
geometrical parameters present in the model are 
constant.

The advection-dispersion model (A-D model) 
was used to describe the transport of the conserv-
ative tracer. The authors considered one-dimen-
sional transport, described with the following 
equation (Weber et al. 1991):
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where C is the tracer concentration in the liquid 
phase [M ∙ L−3], i is the hydraulic gradient [L ∙ L−1], 
k is the hydraulic conductivity [L ∙ T−1], ne is the ef-
fective porosity [–], DM is the diffusion coefficient 
[L2 ∙ T−1], α is the longitudinal dispersivity [L], t is 
time [T], and x is the distance [L]. 

This model was also used to characterize the 
transport of nitrate ions, which are classified as re-
active ions (Witczak et al. 2013) and were trans-
ported at the same rate as chlorides during the 
column test (Fig. 1).

Sorption models concerned the transport of 
reactive (non-conservative) tracers. Single sorp-
tion models, taking account of equilibrium or 
non-equilibrium sorption, were described with 
the following equation (Weber et al. 1991):
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where n is total porosity [–], ρs is the density of 
the porous medium [M ∙ L−3] and variable s was 
substituted with an equation describing one of 
the following sorption models: the Henry model 
(H model), the Freundlich model (F model), the 
Langmuir model (L model), the irreversible kinet-
ic sorption model (I model), or the reversible ki-
netic sorption model (R model). 

Hybrid models, combining equilibrium (se) 
and non-equilibrium sorption (sn), were described 
with a system of equations (Cameron & Klute 
1977):
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where variables se and sn were substituted, respec-
tively, with equations describing:
–	 the Henry model with irreversible sorption 

(H-I model): 
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–	 the Henry model with reversible sorption (H-R 
model):
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–	 the Freundlich model with irreversible sorp-
tion (F-I model): 
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–	 the Freundlich model with reversible sorption 
(F-R model):
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–	 the Langmuir model with irreversible sorption 
(L-I model):
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–	 the Langmuir model with irreversible sorption 
(L-R model):
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where Kd is the Henry distribution coefficient 
[L3 ∙ M−1], k1 is the irreversible sorption rate coef-
ficient [L3 ∙ M−1 ∙ T−1], k2 is the first reversible sorp-
tion rate coefficient [L3 ∙ M−1 ∙ T−1], k3 is the sec-
ond reversible sorption rate coefficient [T−1], KF is 
the  Freundlich sorption coefficient [L3 ∙ M−1], 
nF is the Freundlich sorption exponent [–], αL is 
the Langmuir constant [L3 ∙ M−1], and βL is the to-
tal sorption capacity of the solid phase [M ∙ M−1]. 

Parameter estimation
The parameters estimation procedure, carried out 
in the MATLAB environment, involved the nu-
merical solution of transport and sorption differ-
ential equations, and the application of numerical 
optimization.

The equations were solved in the MATLAB en-
vironment with the pdepe solver, which uses the 
numerical finite element method (FEM). When 

solving equations describing the migration by 
pulse-type injection, the authors assumed appro-
priate boundary conditions. The authors assumed 
the initial condition, determining the distribu-
tion of concentrations in all of the analysed area 
at time t = 0, as:

C (x, t = 0) = 0 where x ≥ 0 	  (11)

At column input, the authors assumed first-
type boundary condition (i.e. the Dirichlet condi-
tion) in the following way:

C (x = 0, t) = Cin where 0 < t ≤ tin	 (12)

where tin – the time interval of the tracer injection, 
when C(t) = Cin at the input [T].

At column output, the authors assumed sec-
ond-type boundary condition (i.e. the Neumann 
condition):

∂
∂

=
=

C x t
x x L

( , ) 0  where t ≥ 0 	  (13)

where L – the column length [L].
The identification procedure scheme using nu-

merical optimization in the MATLAB environ-
ment is shown in Figure 2.

Fig. 2. The identification procedure scheme using numerical optimization
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The authors introduced the following initial 
values of the identified parameters and data from 
the column test into the model: the soil sample 
height, the value of the hydraulic gradient, the val-
ue of the effective porosity, data on the experimen-
tal points and injection. As the density of labora-
tory measurements was lower than the required 
number of steps of integrating differential equa-
tions, the time intervals between the measure-
ments were supplemented with additional points 
using linear interpolation.

In the advection-dispersion model, the follow-
ing parameters were searched for: the value of hy-
draulic conductivity k, and the value of longitu-
dinal dispersivity α. In the sorption models, the 
authors identified sorption parameters. The value 
of hydraulic conductivity k and the value of lon-
gitudinal dispersivity α were substituted with 
parameters values determined for chloride ions 
in the advection-dispersion model. The values of 
transport parameters, determined on the basis of 
the chloride ions breakthrough curve, were con-
firmed by the optimization of nitrate ions break-
through curves.

The calculations were made using both the 
global and local optimization procedures. Spot-
ting the point where the error function assumes 
a value lower than in the neighbouring points 
means finding a local minimum. A local mini-
mum can be a global minimum at the same time. 
The global minimum is a point at which the er-
ror function assumes the lowest value within the 
whole search range (Nocedal & Wright 2006).

For identification calculations the authors used 
the Optimization Toolbox bundle and the in-built 
lsqcurvefit function for the non-linear solution of 
the optimization problem. This function, using the 
extra option large scale optimization applies the ar-
ea-restricted search method (Coleman & Li 1994).

In order to identify the transport and sorption 
parameters using global optimization methods in 
the MATLAB environment, the authors used the 
patternsearch function which allows searching for 
the error function minimum by means of the pat-
tern search method. This method requires provid-
ing the initial point and allows applying optimi-
zation concerning equivalent nodes (linear and 
non-linear) and non-equivalent nodes for the pa-
rameters searched for.

Searching for the error function minimum in-
volved from a dozen or so to several hundred it-
eration steps, and went on until the set optimiza-
tion criteria (the defined arguments of the optimset 
function) were met. As for the local optimization, 
it was assumed that the optimization procedure 
would be stopped when the size of the current step 
of the independent variable was smaller than the 
set value TolX = 1e-12. The authors also defined the 
criterion of function value TolFun in the form of 
the first-order optimality measure. This criterion 
ought to assume a value of zero in the local mini-
mum. The authors assumed that TolFun = 1e-15. 
As for the global optimization, it was assumed 
that the optimization procedure would be stopped 
when the scale of mesh size changes was smaller 
than the set value TolMesh, which was 1e-12.

The quality estimation of the fitting of the 
theoretical tracer breakthrough curve to the ex-
perimental breakthrough curve, recorded dur-
ing the column test, was checked using the root 
mean square error RMSE and the correlation co-
efficient r. In order to calculate the RMSE as the 
sum of the squared differences between the val-
ues of measured concentration Cm and that ob-
tained from simulation Ct, only concentrations 
occurring at measurement times tm were taken 
into account:

RMSE A= ( ) − ( ) 
=
∑ C t C tm m t m
k

N

,
2

1

	  (14)

where A – the set of parameters to be identified. 
Linear correlation coefficient r was calculated 
with the following formula:

r
C Cm t

C Cm t

=
cov( , )

s s
	 (15)

where cov is the covariance between the values 
observed Cm and calculated Ct at times tm, and σ is 
standard deviation.

Verification
The authors verified the applied parameter esti-
mation procedure in the MATLAB environment 
by interpreting tracer breakthrough curves in the 
column test with an alternative calculation meth-
od (Hendry et  al. 1999, Fohrmann et  al. 2001). 
With this method the authors assumed:
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–	 the advection-dispersion model for chloride 
ions and nitrate ions (see Eq. (2)):

	 ∂
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D C
x

D ki
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2 where a 	  (16)

	 where C is the tracer concentration in water 
[M ∙ L−3], t is time [T], v is the average linear 
pore water velocity [L ∙ T−1], x is the distance 
along the column [L], D is the coefficient of hy-
drodynamic dispersion [L2 ∙ T−1], α is dispersiv-
ity of the porous medium [L], k is the hydraulic 
conductivity [L ∙ T−1], i is the hydraulic gradient 
[L ∙ L−1], and ne is the effective porosity [–];

–	 the single sorption model taking account of lin-
ear equilibrium sorption (instantaneous sorp-
tion), i.e. the Henry model, for lithium ions:
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	 where R is retardation [–], ρs is the density of 
the porous medium [M ∙ L−3], n is total porosity 
[–] and Kd is the Henry distribution coefficient 
[L3 ∙ M−1];

–	 the hybrid sorption model (the Henry model 
with irreversible sorption) for ammonium ions 
(see Eq. (5)):
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where λ is decay constant [T−1] and k1 is the irre-
versible sorption rate coefficient [L3 ∙ M−1 ∙ T−1].

The mathematical models were solved analyti-
cally, and then parameter values were calculated us-
ing FIELD and KLUTE-STEP programmes. Those 
programmes use an optimization method that relies 
on the least square method (FIELD) and the trial-
and-error procedure (KLUTE-STEP) (Maloszewski 

1981, Maloszewski 1997). The fitting model param-
eters were, respectively: in Equation [16] transport 
parameters v and α, in Equation (17) sorption pa-
rameter R, in Equation (18) sorption parameters R 
and λ. With those programmes the mass recovery of 
tracer RR [%] was calculated (see Eq. (1)):

RR t Q
M

C t dt
in

t

( ) = ( ) ⋅∫
0

100 	  (19)

where Q is the volumetric flow rate [L3 ∙ T−1], C is the 
tracer concentration in the liquid phase [M ∙ L−3], t is 
time [T] and Min is the injected mass of tracer [M].

The authors also determined the level of fitting 
the theoretical curve to experimental data in the 
form of model efficiency indicator ME [%], where 
ME = r · 100.

A comparison of parameter estimation results 
obtained in MATLAB with additional simple an-
alytical calculations was also conducted. Lon-
gitudinal dispersivity α and retardation R were 
calculated according to equations presented in 
Kleczkowski (ed, 1984), Appelo & Postma (1999) 
and Małecki et al (2006).

RESULTS

Advection-dispersion model parameters
The value of hydraulic conductivity k, which was 
determined during the column test and introduced 
into the advection-dispersion model as an initial 
value, did not change following the identification. 
Following the interpretation of the recorded ex-
perimental breakthrough curve of chloride ions, 
the value of longitudinal dispersivity α of 0.003 m 
for transport distance x = 0.47 m was obtained (see 
Tab. 1). The calculated values of transport param-
eters are confirmed by the numerical optimization 
result received for the nitrate ions breakthrough 
curve. In both cases, the global and local optimiza-
tion method gave the same result. The local mini-
mum proved the same as the global minimum.

Table 1  
The values of parameters determined for the advection-dispersion model

Model
Parameter Chloride ions Nitrate ions Lithium ions

symbol unit value RMSE r value RMSE r value RMSE r

A-D
k m · s–1 4.17E-04

0.59 0.99
4.26E-04

0.11 0.99
3.76E-04

0.17 0.97ne – 0.31 0.31 0.31
α m 0.0029 0.0033 0.0031

Explanation: RMSE – root mean squared error; r – correlation coefficient.
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Furthermore, advection-dispersion model pa-
rameters for lithium ions, regarded by some au-
thors as a conservative tracer (Wrenn et al. 1997, 
Boutilier et al. 2008), were also calculated. How-
ever, in this case, a better fitting of the theoretical 
and experimental breakthrough curve of lithium 
ions was obtained for the sorption model. Moreo-
ver, the position of the experimental breakthrough 

curve of lithium ions against the chloride ions 
breakthrough curve implies that those ions ought 
to be considered as a reactive tracer, although sub-
ject to limited sorption (Reimus et al 2003, Fer-
nandez-Garcia et al 2004).

Figure 3 shows theoretical breakthrough curves 
of  lithium ions and nitrate ions, calculated in the 
MATLAB environment, against experimental points.

Fig. 3. Theoretical breakthrough curves of chloride ions (Cl) and nitrate ions (NO3) calculated in the MATLAB environment, 
A-D model: C/Min – tracer concentration in relation to the injected tracer mass; 1 – injection, 2 – Cl experimental data, 3 – NO3 
experimental data, 4 – Cl A-D model, 5 – NO3 A-D model

Sorption model parameters

The estimation of the sorption parameters of lith-
ium ions and ammonium ions was made for all 
sorption models described with Equations (3)–
(10). Table 2 shows parameters values calculated 
with the local optimization method. In almost all 
cases, calculations using global optimization gave 
an identical result.

In the case of lithium ions, the minimal value 
of RMSE and the highest value of correlation co-
efficient r were obtained for the Freundlich mod-
el (F model) and the Freundlich model with re-
versible sorption (F-R model). It can be presumed 
that the single sorption model (F model) describes 
the transport of this tracer through the porous 
medium well enough. As for ammonium ions, 
the lowest value of RMSE and the highest value 
of correlation coefficient r were obtained for hy-
brid sorption models: the Freundlich model with 
irreversible sorption (F-I model) and the Freun-
dlich model with reversible sorption (F-R model). 

Considering the result of tracer mass balance 
(Fig. 1), the nature of ammonium ions transport is 
better captured by the former model (F-I model).

Figure 4 shows selected theoretical tracer break-
through curves, calculated during identification 
using the numerical optimization method in the 
MATLAB environment.

Due to searching for a solution in the whole 
specified range of values, the calculations made 
with the global optimization method are a longer 
process, particularly in the case of multi-parame-
ter models. Calculations made with the local op-
timization method, where solutions are searched 
for near the start-up point, take a shorter time. 
However, in the case of some tested sorption 
models, local optimization generated more than 
one solution (Fig. 5A, B), depending on the values 
of initial parameters. In such a case, for the given 
model, the authors chose the result of calculations 
made with the local optimization method, which 
is characterised by the lowest value of RMSE and 
the highest value of the correlation coefficient r.
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Table 2  
Parameters values determined for single and hybrid sorption models (Okońska et al. 2016)

Model
Parameter Lithium ions Ammonium ions

symbol unit value RMSE r value RMSE r
H Kd dm3 ∙ kg–1 1.82E-02 0.17 0.97 2.89E-01 0.062 0.90

F
KF dm3 ∙ kg–1 2.85E-03

0.15 0.99
3.22E-01

0.030 0.90
nF – 2.00 2.00

L
αL dm3 ∙ mg–1 2.01E-02

0.17 0.97
1.00E+00

0.029 0.88
βL mg ∙ kg–1 1.00E+00 8.54E-01

I k1 dm3 ∙ kg–1 ∙ s–1 2.22E-14 0.27 0.85 1.12E-04 0.027 –0.19

R
k2 dm3 ∙ kg–1 ∙ s–1 1.74E-04

0.17 0.97
4.20E-05

0.024 0.36
k3 s–1 9.63E-03 4.03E-05

H-I
Kd dm3 ∙ kg–1 1.82E-02

0.17 0.97
3.11E-01

0.011 0.92
k1 dm3 ∙ kg–1 ∙ s–1 3.08E-14 1.29E-05

F-I
KF dm3 ∙ kg–1 1.13E-02

0.16 0.98
3.14E-01

0.005 0.98nF – 1.25 1.47
k1 dm3 ∙ kg–1 ∙ s–1 2.34E-14 9.25E-06

L-I
αL dm3 ∙ mg–1 2.01E-02

0.17 0.97
5.39E-01

0.006 0.97βL mg ∙ kg–1 1.00 9.86E-01
k1 dm3 ∙ kg–1 ∙ s–1 2.23E-14 9.41E-06

H-R
Kd dm3 ∙ kg–1 6.42E-08

0.17 0.97
3.05E-01

0.010 0.91k2 dm3 ∙ kg–1 ∙ s–1 1.70E-04 1.34E-05
k3 s–1 9.40E-03 4.52E-06

F-R

KF dm3 ∙ kg–1 2.85E-03

0.15 0.99

3.11E-01

0.005 0.98
nF – 2.00 1.47
k2 dm3 ∙ kg–1 ∙ s–1 3.06E-07 9.77E-06
k3 s–1 1.00E+00 2.40E-06

L-R

αL dm3 ∙ mg–1 3.16E-07

0.17 0.97

5.27E-01

0.006 0.97βL mg ∙ kg–1 3.06E-01 9.99E-01
k2 dm3 ∙ kg–1 ∙ s–1 1.57E-04 9.45E-06
k3 s–1 8.72E-03 2.44E-14

Explanation: for each tracer, the model with the lowest value of RMSE and the highest value of correlation coefficient r is in bold.

Fig. 4. Selected theoretical breakthrough curves of lithium ions (Li) and ammonium ions (NH4) calculated in the MATLAB en-
vironment, compared with experimental points: C/Min – tracer concentration in relation to the injected tracer mass; 1 – injec-
tion, 2 – Li experimental data, 3 – NH4 experimental data, 4 – Li H model, 5 – Li F model, 6 – Li L model, 7 – NH4 H-I model, 
8 – NH4 F-I model, 9 – NH4 L-I model; bold dotted line refers to the solution for the model with the lowest value of RMSE and 
the highest value of correlation coefficient r
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Fig. 5. The results of local and global optimization for the two tested sorption models (A-H model, B-F model), ammonium ions: 
1 – injection, 2 – experimental data, 3A – local A, 3B – local B, 3C – local C, 3D – local D, 3E – local E, 4 – global; the table shows 
the identified values of sorption parameters and the calculated RMSE and r indicators of fitting the theoretical breakthrough 
curves to experimental points

A

B

DISCUSSION

In order to verify the estimation of parameters 
in the MATLAB environment, the authors com-
pared transport parameters values with the val-
ues calculated in the FIELD programme (Tab. 3). 
Both methods give similar results. The simple an-
alytical calculations of longitudinal dispersivity 
α, which is equal 0.004 m, also confirm the result.

The sorption parameters values identified in the 
MATLAB environment were also compared with 
the results of the calculations using the KLUTE-
-STEP programme (Tab. 4). The comparison was 
carried out for H model and H-I model as those 
models were selected in the alternative method as 
reflecting the nature of migration of, respectively, 
lithium ions and ammonium ions. The verification 
proved that the parameters estimation procedure 
in the MATLAB environment identifies correctly 
the values of sorption model parameters.

Figure 6 shows the visualisation of fitting 
the theoretical curves, calculated in FIELD and  
KLUTE-STEP programmes, to measurement points.

In the parameter estimation procedure in 
the MATLAB environment, the mathematically 
best fitting of theoretical curves to experimen-
tal points, as for lithium ions, was achieved for 
the Freundlich model (F model), whereas the al-
ternative method shows that a very good fitting 
can be achieved for the Henry model (H model). 
When describing the migration of lithium ions 
in the analysed case, both the sorption models 
can be used, as the differences in the results are 
not big. The Henry model is a peculiar case of 
the Freundlich model, in which the value of pa-
rameter nF is 1.0. Distribution density of experi-
mental points is too small to decide whether the 
experimental breakthrough curve is indeed sym-
metrical (H model, Fig. 7A), or slightly skewed 
(F model, Fig. 7B).

C [mg ∙ dm–3]

C [mg ∙ dm–3]

Kd 
[dm3 ∙ kg–1]

KF 
[dm3 ∙ kg–1]

3D 3E
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Table 3  
Transport parameters values calculated in the MATLAB environment and the FIELD programme

Chloride and nitrate ions MATLAB FIELD

model parameter unit value value

A-D

k m ∙ s–1 4.17E-04 4.42E-04
ne – 0.31 0.33
α m 0.0029 0.0026

ΜΕ % 99.2 99.9

Explanation: ME – model efficiency.

Table 4  
Sorption parameters values calculated in the MATLAB environment and in the KLUTE-STEP programme

Lithium ions MATLAB KLUTE-STEP

model parameter unit value value

H
Kd dm3 ∙ kg–1 1.82E-02 2.56E-02
R – 1.10 1.14

ΜΕ % 98.6 99.8
Ammonium ions

H-I

Kd dm3 ∙ kg–1 3.11E-01 3.48E-01
k1 dm3 ∙ kg–1 ∙ s–1 1.29E-05 4.07E-06
R – 2.8 2.9

ΜΕ % 97.9 96.6

Explanation: ME – model efficiency.

Fig. 6. Theoretical breakthrough curves of non-sorbed tracers (A) and reactive tracers (B) calculated, respectively, in the FIELD 
and KLUTE-STEP programmes, compared with experimental points: C/Min – tracer concentration in relation to the injected 
tracer mass; 1 – injection, 2 – Cl experimental data , 3 – NO3 experimental data, 4 – Cl A-D model, 5 – NO3 A-D model, 6 – Li 
experimental data, 7 – NH4 experimental data, 8 – Li H model, 9 – NH4 H-I model

A

B
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In the case of ammonium ions, the best fitting 
for F-I model was achieved with the numerical op-
timization method. It is confirmed by fitting indi-
cators calculated at measurement points. Howev-
er, the symmetrical distribution of experimental 
points implies that the nature of ammonium ions 
migration in the analysed case is better reflected 
by H-I model (Fig. 8). In the literature, there are 
methods of analysing ammonium ions migration 
that combine non-equilibrium processes with 
both the Freundlich model and the Henry model 
(Moazed 2008, Jellali et al. 2010).

Retardation R estimated by comparing the 
lithium ion breakthrough curve with the chloride 
ion breakthrough curve was 1.15, whereas in the 
case of ammonium ions it was 2.7.

When analysing the results of parameter es-
timation, it should be noted that the described 
models assume the lack of ion competition during 
the process of sorption and the absence of other 
active ions in the solution. The accuracy of these 
assumptions has not been verified and should be 
examined in future studies.

The algorithms of the global and the local opti-
mization methods complement each other. Global 
optimization focuses on finding the solution for 
the complete range of input values, whereas local 
optimization provides more detailed solutions. 

Furthermore, the proper selection of the most 
adequate model can be evaluated using addition-
al indicators, e.g. ones characterizing the shape of 
the recorded breakthrough curve.

Fig. 7. Solutions using local and global optimization, lithium ions, H model (A) and F model (B): 1 – injection, 2 – experimen-
tal data, 3 – local, 3A – local A, 3B – local B, 3C – local C, 3D – local D, 4 – global; the table shows the identified sorption pa-
rameters values and the calculated RMSE and r indicators of fitting the theoretical breakthrough curves to experimental points

A

B

C [mg ∙ dm–3]

C [mg ∙ dm–3]

Kd 
[dm3 ∙ kg–1]

KF 
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CONCLUSIONS

As a result of the research, the authors identified 
migration parameter values for chloride, nitrate, 
lithium and ammonium ions transported through 
a sample of medium sand from near the Tur-
sko groundwater intake. The established hydrau-
lic conductivity is k = 4.17E-4 m∙s−1, effective po-
rosity ne = 0.31, and longitudinal dispersivity α is 
0.003 m. The nature of lithium ion migration is best 
described by a simple sorption model (equilibrium 
sorption), and that of ammonium ion by the hybrid 
model with irreversible sorption. On the basis of the 
value of retardation R, it was found that during mi-
gration through the soil sample lithium ions show 
low sorption intensity (Osmęda-Ernst & Witczak 

1991), while ammonium ions show medium inten-
sity. Nitrate ions were transported at the same rate 
as chloride ions, exhibiting no retardation.

The verification of the calculation results car-
ried out using the alternative analytical-numeri-
cal methods proved that the parameter estimation 
procedure applied by the authors in the MATLAB 
environment identifies correctly the transport 
and sorption parameter values. At the same time, 
it showed that it would be advisable to supplement 
the indicators of the selection of the best fitting 
of the theoretical curve to the experimental curve 
with additional descriptors relating to the shape of 
the experimental curve.

In the article, the authors compared the val-
ues of the parameters obtained by means of global 

Fig. 8. Solutions using global and local optimization method, ammonium ions, H-I model (A) and F-I model (B): 1 – injection, 
2 – experimental data, 3 – local, 4 – global; the table shows the identified sorption parameters values and the calculated RMSE 
and r indicators of fitting the theoretical breakthrough curves to experimental points

A

B

C [mg ∙ dm–3] Kd 
[dm3 ∙ kg–1]

k1 
[dm3 ∙ kg–1 ∙ s–1]

C [mg ∙ dm–3] KF 
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k1 
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and local optimization methods. It was observed 
that both algorithms complement each other well. 
When making calculations with the global opti-
mization method, the authors usually obtain one 
solution of the model, which is confirmed and/or 
detailed by the calculations performed with the 
local optimization method.

The results presented in this study were obtained 
as part of a research project financed from the Na-
tional Science Centre resources, allocated on the ba-
sis of decision number DEC-2011/01/B/ST10/02063.

Symbol list
α	 longitudinal dispersivity [L],
αL	 Langmuir constant [L3 ∙ M−1],
βL	 total sorption capacity of the solid phase 

[M ∙ M−1],
λ	 decay constant [T−1],
ρs	 density of the porous medium [M ∙ L−3],

C	 tracer concentration in the liquid phase 
[M ∙ L−3],

Cin	 tracer concentration in the injected solu-
tion [M ∙ L−3],

Cout	 tracer concentration in the output solu-
tion [M ∙ L−3],

Cm	 measured tracer concentration [M ∙ L−3],
Ct	 calculated tracer concentration [M ∙ L−3],
D	 hydrodynamic dispersion coefficient 

[L2 ∙ T−1],
DM	 diffusion coefficient [L2 ∙ T−1],
i	 hydraulic gradient [L ∙ L−1],
k	 hydraulic conductivity [L ∙ T−1],
k1	 irreversible sorption rate coefficient 

[L3 ∙ M−1 ∙ T−1],
k2	 first reversible sorption rate coefficient 

[L3 ∙ M−1 ∙ T−1],
k3	 second reversible sorption rate coefficient 

[T−1],
Kd	 Henry distribution coefficient [L3 ∙ M−1],
KF	 Freundlich sorption coefficient [L3 ∙ M−1],
L	 column length [L],
M	 mass of tracer [M],
Min	 injected mass of tracer [M],
Mout	 recovered mass of tracer [M],
ME	 model efficiency [%],
n	 total porosity [–],
ne	 effective porosity [–],

nF	 Freundlich sorption exponent [–],
r	 correlation coefficient [–],
R	 retardation [–],
RMSE	 root mean squared error [–],
RR	 mass recovery of tracer [%],
s	 tracer concentration in the solid phase (to-

tal sorbed-phase concentration) [M ∙ M−1],
se	 tracer concentration in the solid phase 

throughout equilibrium sorption [M ∙ M−1],
sn	 tracer concentration in the solid phase 

throughout non-equilibrium sorption 
[M ∙ M−1],

t	 time [T],
tin	 time interval of the tracer injection, when 

C(t) = Cin at the input [T],
tm	 time of measurement [T],
U	 coefficient of graining non-uniformity [–],
Q	 volumetric flow rate [L3 ∙ T−1],
x	 distance [L].
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