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Abstract. In this work, we applied queue analysis and the predictions of waiting times at 
Regional Hospital Limbe (RHL) in Cameroon. The main purpose of the work was to be able to 
make mathematical sense of a real-life scenario that concerned queues (waiting lines) and try to 
come up with models for performance measurements and improvements; this could be achieved 
by using queueing theory concepts that were composed of queueing models that provided some 
operational insights because of their analytical nature. The observations included studying 
patient arrival and waiting times, along with doctor service times; the results showed busy 
departments in the hospital, busy days, and busy times. Long waiting times were mainly found 
to exist in general practitioner (GP) and specialist consultations. The queueing concept was 
applied to only one service segment – GP consultation. Although strong scientific conclusions 
cannot be made on the queuing models that were obtained due to inefficient data, the value 
of this work lies mainly in the methodologies and proposals of different operating systems that 
could be adopted. Furthermore, some predictions were made using machine learning to see 
how long a patient could wait in a queue for service; the model predictions had an average of 
10 minutes and 53 seconds of error.
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 1. INTRODUCTION

Waiting times are generally a problem, and many have tried to tackle this issue. 
Over the years, there has been growing evidence of long waiting times in healthcare 
organizations, thus leading to different waiting times for patients (Garcia-Corchero 
& Jimenez-Rubio, 2022); therefore, long queues and waiting times negatively impact 
healthcare service deliveries through patient outcomes and satisfaction in terms of 
increased risks of delays when attending to time-sensitive issues and the outcomes 
of patient frustrations. As a result, this work sought to make mathematical sense of 
queues, adopt models for performance measurements and improvements, and provide 
some waiting-time predictions for patients; this was achieved by understanding the 
arrival and waiting/service times as well as the busy times, busy departments, and 
busy days at our hospital. Moreover, at least 90% of patients should be seen within 
30 minutes of their scheduled appointment times according to the recommendation 
by the Institute of Medicine (IOM) (O’Malley et al., 1983). Whether this is being 
implemented remains a challenge that is faced by many. We studied this problem in 
our thesis (Machangara, 2018), and this paper is a continuation of this thesis.

Queueing theory was pioneered in the 20th century by Agner Krarup Erlang – 
a Danish mathematician, statistician, and engineer (Brockmeyer et al., 1948; Cooper, 
1981; Erlang, 1909; Lakatos et al., 2019; Saaty, 1957). It continues to be a vital interdis-
ciplinary field of study that explores how queues (or waiting lines) form and examines 
how they can be efficiently managed. The fundamental principles of queueing theory 
revolve around reviewing waiting-line processes. The main principle of this theory by 
Erlang (1909) paved the way by developing models to analyze a Copenhagen telephone 
exchange. An improvement to the theory was done by  Palm (1943), thus extending 
Erlang’s work, introducing the concepts of random arrivals and intensity fluctuations 
in a queueing system. This was particularly pertinent in all of the service disciplines 
that covered various sectors, like telecommunications (network routing, load balancing, 
and packet-switching systems (Dshalalow, 1995) and manufacturing/production (de-
termining the optimal service rates for machinery or labor) (Boukas et al., 1995; Liber-
opoulos et al., 2006; Yao, 1994). In the energy sector, queueing theory is in smart-grid 
management and power-plant scheduling (as was commented on in (Nair et al., 2021; 
Zavanella et al., 2015). At the same time, this theory is also used in financial service, 
retail, and service industries to optimize the operations of trading systems, ATM net-
works, retail outlets, restaurants, banks, and call centers (Koole, 2013). More recently, 
its application in the optimizations of cloud-computing resources, data-center opera-
tions, and task scheduling in distributed systems has increased rapidly (Harchol-Balter, 
2013; Newell, 1982). There will undoubtedly be other possible future applications; the 
possible fusion of artificial intelligence and deep learning with queueing theory will lead 
to intelligent queuing systems. The application of distributed queueing systems inte-
grated with blockchain technology is also suggested (Xiong, 2023). In healthcare, this 
can be applied in emergency-room-service, patient-triage, and appointment systems 
(Green, 2013; Harki, 2024); thus, the formations of queues exist in day-to-day life. The 
various applications of queueing theory are summarized in Figure 1 (as speculated by 
Elalouf & Wachtel, 2021 as well as by Shortle et al., 2018).
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Fig. 1. Percentages of applications of queueing theory in different fields

There are factors that affect waiting times; for example, Biya et al. (2022) found 
the distance that was traveled, the day, and the time of a hospital visit to affect pa-
tients’ waiting times. Thus, those patients who travel from afar, visit a hospital on 
a Monday, and arrive in the early morning were found to spend more waiting time 
than others.

Queueing theory has been extensively utilized in computer science for manag-
ing processes efficiently. Ding (2023) provided a comprehensive analysis of computer 
queueing theory – from its historical background and fundamental concepts to its 
mathematical models. The paper highlighted key contributions of queueing theory 
in computer systems; it also examined the characteristics of queues, like arrival and 
service rates, queue lengths, and waiting times, using different queueing models like 
single-server queues, multi-server queues, and network queues as well as their rele-
vance and applicability in computer systems. Thus, some of the practical applications 
of queueing theory in computer systems include performance analyses. The authors 
of Chakka et al. (2009) introduced and proposed a generalized Markovian queueing 
model for performance analyses of telecommunications networks. The authors indi-
cated that the model was a potential viable performance predictor, with its applica-
tions in the performance analysis of high-speed downlink packet access and optical 
burst switching nodes. Research by Li (2024) focused on analyzing and optimizing 
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queueing systems in the context of cloud computing, with attention being paid to 
energy conservation. M&M queues tend to be widely used in cloud computing in its 
queueing technology, in physical queueing scenarios like grocery stores, fast food es-
tablishments, or the queues at airport terminals before boarding airplanes. The study 
examined the performance of M |M | queues for developing efficient and expedient 
queues for cost-effectiveness. The M |M |C queueing models were discovered to be of 
benefit when handling tasks of varying sizes and greater income levels as compared 
to the M |M |1 models.

In the health sector, queueing theory has been utilized in various departments 
in helping to identify and analyze existing queues by providing insights on queue 
management and resource allocation for serving patients with minimal waiting times 
(Saastamoinen et al., 2023). Elalouf & Wachtel (2021) demonstrated the use of both 
scientific methodologies like queueing models and simulations as well as managerial 
approaches like bed management to manage queueing-related problems in hospital 
emergency departments. Although queueing models have been used in healthcare 
systems, Peter & Sivasamy (2021) noted the limitations in its applications. For this 
reason, the authors investigated the applicability of queueing techniques to under-
stand queueing modeling and solution techniques that are useful in applications. Ji 
(2023) described queueing theory as a mathematical approach that concerned the 
dynamics of waiting lines (or queues); thus, its applications were pivotal in analyzing 
and optimizing systems where the timing of customer arrivals and service was of 
importance in various sectors. Furthermore, the theory provided insights into patient 
arrival, patient flow, and the ways of optimizing both processes and people to meet 
demand according to (Johnston et al., 2022).

Waiting times not only differ in countries but even in the centers within these 
countries. This is a major problem for both developed and developing countries, and 
some reports on long waiting times have been made (although most date back to as 
long as 20 years ago).

Some of the studies that have been carried out have noted the management 
of waiting times as a challenge in hospitals (Mbwogge et al., 2022), where wait 
times and patient satisfaction were assessed in an eye hospital in Cameroon. The 
study revealed the lack of a significant association between wait times and sat-
isfaction, with mean pre-intervention waiting, service, and idling times of 449.6, 
111.9, and 337.7 minutes, respectively. Through the application of the Plan-Do-
Study-Act (PDSA) quality improvement method, a 14.5% reduction in waiting time 
was achieved. Furthermore, Almusawi et al. (2023) did a study in Saudi Arabia 
at primary healthcare centers in Riyadh. Excluding emergency cases, the median 
total waiting time was found to be 23 minutes, whereas the median waiting times 
before and during the service were 6 and 6.78 minutes, respectively. The total wait-
ing times at urban primary healthcare centers were longer than at rural primary 
healthcare centers, with a significant difference between both groups (t = −15.5, 
P < 0.001). Among the significant factors affecting waiting times on weekdays, 
they identified a patient’s age, marital status, educational level, and occupation as 
influential (P < 0.05). In Nigeria’s Ahmadu Bello University, Zaria, Kaduna State 
Teaching Hospital, Adeniran et al. (2022) considered a multi-server single-channel 
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queueing model and obtained a utilization factor of 13%. From the questionnaires 
that were distributed, they also discovered dissatisfaction with the service quali-
ty in the hospital, where the number of patients outnumbered the hospital staff. 
Such pressure on a hospital staff forces them to dispose patients without thorough 
treatment. Still, a multi-server exponential queueing system was adopted by Sulei-
man et al. (2022) in northwestern hospitals in Nigeria; it showed the busiest and 
least-busy hospitals having utilization factors of 89 and 10%, respectively. In terms 
of waiting times, the average times that were spent in queues by patients at the bus-
iest and least-busy hospitals were 0.35 and 0.29 minutes, respectively. On the other 
hand, Rema and Sikdar (2021) used a Monte Carlo simulation technique to analyze 
queueing patterns and study patient flow in order to manage queues and minimize 
delays. Le et al. (2021) sought to improve patient wait times due to overcrowding 
in the emergency departments (EDs) at public hospitals in Vietnam. Using a lean 
approach, the reductions in delay and waiting times were 33% for patients who re-
quired operations (from 134.4 to 89.4 minutes).

With attempts to reduce patient wait times, Fun et al. (2022) used discrete event 
simulation (DES) in a Malaysian public hospital. The model was used to evaluate the 
effects of changing consultation start times and patient arrival times. As per the find-
ings, matching consultation start times and patient arrival times indicated the po-
tential of reducing both waiting times and crowding by 40%, with the number of pa-
tients waiting per hour possibly reduced by 10−21% during peak hours. Mohammadi 
et al. (2022) planned the optimal use of resources and the improvement of service 
quality to estimate the average length of a stay (LOS), bed occupancy rate (BOR), 
bed blocking probability (BBP), and the throughput of patients in a cardiac surgery 
department (CSD) through simulation models at Farshchian Hospital, Hamadan, 
Iran; they used post-operative ward (POW) and intensive care unit (ICU) patients 
and beds as servers. With a combination of a Monte Carlo simulation and the use of 
Python software, the queueing simulation results indicated that, for a fixed number 
of beds in an ICU, the BOR in a POW decreased as the number of beds in the POW 
increased, and the LOS in an ICU increased with a decrease in the number of beds 
in a POW. According to the simulation, the results indicated the problem to be poor 
queuing-system management rather than insufficient resources; the possibility of re-
ducing the overall average waiting times in the department during business hours was 
shown (from 37.24 to 29.22 minutes).

On the other hand, Proudlove (2022) applied queueing theory in Greater Man-
chester, United Kingdom (UK), at a National Health Service (NHS) acute hospital 
trust for resizing its pediatric inpatient department. The hospital sought to reduce 
the number of bed occupancies from 54 to 85% using a Monte Carlo simulation. 
Through the basic application of queueing theory, the recommendation was not to 
reduce the bed occupancy level, as it was revealed that using a bed occupancy tar-
get of 85% would result in a risk of 33% that all beds would be full and that using 
a very low risk of all beds being full of 0.1% would result in an average bed oc-
cupancy of 55%. Other researchers like Palomo et al. (2023) provided insights on 
queueing theoretic methods when analyzing the time evolution of patients who were 
hospitalized due to the coronavirus (COVID). The number of COVID patients was 
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modeled as a dynamical system based on the theory of infinite server queues with 
time inhomogeneous Poisson arrival rates. One of the key findings was the existence 
of a lag between the time of the peak arrival rates of infected patients not coinciding 
with the times of the peak numbers of hospitalized patients (or deaths). In addition, 
Kalwar et al. (2021) analyzed the contribution of queueing theory and discrete event 
simulation in the improvement of healthcare and noted the queueing system misman-
agement of resources and the queuing system to be among the main reason for the 
low quality of the healthcare service delivery in public sector hospitals of Pakistan. 
Medical service reports indicated the problems that were faced by patients to be 
delayed service, long waiting times, and less departmental capacity (at emergency, 
out-patient departments [OPDs], and laboratories) as well as the inadequate number 
of doctors. The authors were therefore convinced that applications of queueing theory 
could largely contribute in the healthcare system.

Concerning predictions, Joseph et al. (2022) ascertained the importance and 
usefulness of predicting patient waiting times in reducing uncertainty regarding wait 
times. Their study used machine learning to predict patient waiting times before con-
sultations and throughput times in the outpatient clinics. The predictions made use 
of four models (random forest, XGBoost, random forest with SMOTE, and XGBoost 
with SMOTE) regarding gender, the day of a visit, the month of a visit, the time of 
a visit, a consultation’s start time, vital examinations, laboratory visits, pharmacy 
visits, repeated arrivals, consultation sessions, and weather conditions as some of the 
input variables. In terms of feature importance, the time of a visit was considered 
to be the major predictor in determining the throughput time for all of the models, 
with high feature importance scores of 0.396, 0.321, and 0.266 for random forest, 
RF with SMOTE, and XGB, respectively. The waiting time before consultation was 
predicted with an accuracy of 0.86, and the throughput time accuracy was 0.93. 
The areas under the curve (AUC) for the best models that predicted waiting times 
before consultations were 0.85 and 0.82 for XGBoost and XGBoost with SMOTE, 
respectively. The AUC that was obtained for the highest performing XGBoost model 
for predicting the throughput time was 0.89, and the random forest model received 
an AUC of 0.87.

In a recent study, Benevento et al. (2023) tested various machine-learning tech-
niques using predictive analytics that were applied to two large data sets from actual 
emergency departments (EDs). They evaluated the predictive ability of Lasso, ran-
dom forest, support vector regression, an artificial neural network, and the ensem-
ble method using different error metrics and computational times. For prediction 
accuracy improvement, new queue-based variables that captured the current states 
of the EDs were defined as additional predictors. The results indicated the ensemble 
method to be the most effective at predicting waiting times. Concerning the accuracy 
and computational efficiency, random forest was a reasonable trade-off. In addition, 
Walker et al. (2022) sought to validate machine-learning models to predict patient 
waiting times in various emergency departments. They discovered the best-perform-
ing models to be random forest, and linear regression models performed the best in 
waiting-time predictions. The important variables were the triage category, last−k 
patient average wait times, and arrival times.
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2 . METHODS

The study was conducted in Limbe (in the Southwest Region of Cameroon) at one of the 
local hospitals (Regional Hospital Limbe [RHL], which also serves as the principal referral 
hospital in the region). For this reason, the hospital is busy; this results in high patient 
traffic. It is a public government hospital with a capacity of 200 beds and offers a wide 
range of services, like an out-patient department (OPD), a laboratory, and a pharmacy; 
these units include general and specialist units (like cardiologists, among others).

The instruments that were used in the data-collection process were question-
naires and observations; in addition, registers were used with the required informa-
tion from some selected departments. Questionnaires (in French and English) were 
distributed to both patients and medical personnel in order to obtain opinions and 
general information on the functioning of the hospital. The survey was carried out 
over 28 days using the convenience sampling method, with a patient response rate 
of 84% (a total of 170 respondents and 32 refusal cases). The medical personnel had 
a 100% response rate, with 26 respondents and no refusal cases.

To simplify the work, the out-patient department (OPD) that was mentioned in 
the questionnaire was composed of four service segments:
1)	 almoner (cash payments);
2)	 triage (parameter observations);
3)	 screening room (registration of patient details, complaints, and taking of vital 

parameters);
4)	 consultation (both general practitioner [GP] and specialist doctors).

To account for different perceptions and to avoid exaggeration and biases, the 
study had to be complemented by observations. These were performed upon the ar-
rival of the patients in the respective departments for their various services. A stop-
watch was used to time and record important variables such as service times, waiting 
times, and patient arrival rates. In total, the number of days for the observations 
amounted to 43. Initially, three departments were to be observed (namely, OPD, 
laboratory, and imaging center); however, the imaging center was omitted due to 
its complexity. The OPD had four service segments, but only two were selected: the 
almoner, and the consultation (GPs and specialists). Of the specialists, only five were 
observed: the internist (only one server), the ear nose throat doctors (ENT) (two 
servers alternating on different days), and the cardiologist (two servers working in 
parallel). The reason for not considering the other specialists was that they either had 
a finite population that was not part of the study or they rarely experienced queues.

For the data-analysis process, the questionnaire and observation data was entered 
into IBM SPSS software (Statistical Package for Social Sciences – Version 20) and ana-
lyzed using Python. The analysis was in terms of general descriptions and visualizations 
as well as the performances of the correlation tests on some of the observed variables.

The research implemented two methodologies: machine-learning concepts (for 
the predictions), and queueing theory. From the different machine-learning algo-
rithms that were used for the predictions, this study focused on random forest only 
because of its flexibility and ease of use; it is widely used among the other related 
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algorithms because of its simplicity and use for both regression and classification. 
Random forest is a supervised machine-learning algorithm that creates a forest and 
makes it random; it works by building and merging several decision trees in order 
to obtain more-accurate and stable forecasts (Abdulkareem & Abdulazeez, 2021). It 
adds randomness to a model while the trees grow, and it searches for the best fea-
ture among a random subset of features instead of searching for the most important 
feature while splitting a node; as a result, there is a wide variety that usually leads 
to a better model. Therefore, the algorithm only takes a random subset of character-
istics into account to split a node in the random forest; one can even randomize trees 
by using random thresholds for each function instead of looking for the best possible 
thresholds (like a normal decision tree). Although random forest has its advantages 
and disadvantages, one of the important points is its ability to provide a fairly good 
indicator of the importance that it assigns to features.

The predictions for both the waiting and the total time spent were made using 
the Jupyter Notebook in Python. The main objective was to check the possibility of 
predicting the waiting and total times that a patient spends in the hospital on any 
other day and to determine how accurate this model was. The problem represented 
a supervised regression machine-learning problem, as both the hospital data and the 
times to be predicted were available (and also real values). This type of machine 
learning requires a lot of data, and the model can be trained as well.

The observed data was divided into two-thirds training data and one-third test-
ing data while fitting the model using the random forest regression. Initially, the 
model had 1000 decision trees, which were further trimmed for simplicity to only 
2 levels with 10 decision trees. The study used only two measures to assess prediction 
accuracy – the mean absolute error (MAE) and the mean absolute percentage error 
(MAPE). Of these, MAE was considered the more favorable metric for describing the 
average error and the expected magnitude of errors in the forecast.

Another important step was to use the importance of the characteristics to find 
the most important or relevant variables to predict these times. In terms of the 
queueing theory application, we illustrated the queueing system and its various com-
ponents. The formation of the queues had two important properties: the maximum 
size (the capacity of a system)/queueing capacity, and the queueing discipline. The 
size was the population that could either be limited (finite) or unlimited (infinite). 
The queueing rules for selecting the patients for the services were called the queue 
discipline, and they were classified as First In/First Out (FIFO), Last In/First Out 
(LIFO), Priority, and so on. For simple queues, some queueing theory formulas exist, 
while for complex situations (like this study), computer simulations are needed.

From the two basic approaches that are available for analyzing queue systems, ana-
lytical and simulation approaches exist. The former attempts to find formulas (some al-
gorithms) for calculating the steady-state performance measures of a system, while the 
latter has two types: simulating a known distribution, and simulating a non-specified 
distribution (bootstrapping). Thus, the simulation method has more flexibility when 
compared to the analytical approach, which simulates random elements of a system at 
the same time as keeping track of events as they occur over time. It is based on a sim-
ulation model, which is a computer model that mimics a situation in real life. This 
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model is similar to other mathematical models, but it incorporates uncertainty in one 
or more input variables. The benefit of a computer simulation is the ability to answer 
what-if questions without actually changing the physical system.

In queueing theory, a queueing concept model known as ‘Kendall’s notation’ ex-
ists in its simplest form (A/B/C), which was formalized by Kendall (1953); he was 
an English mathematician and statistician who was known for contributing to areas 
like probability, statistical shape analysis, and queueing theory. His notation is used 
in the description of his queue system; an explanation is given in Figure 2.

Fi g. 2. Kendall notation

An extension of ‘Kendall’s notation’ is given by A/B/C/D/E, where D is the 
queueing capacity and E is the queueing discipline. By the basic assumptions of 
queueing theory, the following apply using ‘Kendall’s notation’:
A: It is assumed to follow a Poisson distribution and is a Markovian process.
B: It is assumed to follow an exponential distribution and is a Markovian process.
C: It is a positive integer.
D: �Is assumed to be ∞, implying that no one is turned away when they come for 

service.
E: It is assumed to be FIFO/FCFS.
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The basic model notation is, thus, given as M/M/C/∞/FIFO/FCFS, where 
‘M’ is the notation for the Markovian processes. The Markov process is a random 
process in which, given the present, the future is independent of the past and as-
sumes an arrival or service rate. An exponential distribution exhibits an important 
property of being memoryless; that is, the time for the next arrival is independent 
of when the last arrival occurred. Its characteristics include an equal mean and 
standard deviation.

If these assumptions are met, then the analytical approach can be used that 
makes use of Little’s formulas (which are important formulas in queueing theory).

The notation for a Poisson distribution is given as X ∼ Po(λ), where λ is the only 
parameter and signifies the average arrival rate of a set of patients. On the other 
hand, the notation for an exponential distribution is given as X ∼ Exp(µ), where µ is 
the only parameter (and is the average service rate of the patients).

For many queueing situations, arrivals occur randomly, so the occurrence of the 
next arrival cannot be predicted. Among the distributions that represent the times 
between successive arrivals, the most important is exponential distribution.

In terms of hospital settings, most arrivals are modeled by a Poisson distribu-
tion (where the patients arrive independently one after another) and an exponential 
service distribution. An example of deterministic arrivals in a hospital setup is 
when the consultations are by appointment and the patients must arrive at given 
fixed times. A general distribution is nonspecific and could be any kind of distri-
bution.

We begin by illustrating a simple queue (shown in Figure 3), where queuing 
behaviors such as reneging and baulking are exhibited.

Fig . 3. Illustration of simple queue
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The illustration simply shows the level of patience from when a patient enters 
a system up to when he/she is either served or decides to give up and leave. Thus, 
the queues may be organized in different ways, and they have various types (shown 
in Figure 4), where only three common types have been illustrated; in this case, the 
term server refers to a doctor.

Fig.  4. Queue types

In some systems, patients have the option of seeing the first free doctor or simply 
maintaining the queue to the fixed doctor to whom they have been assigned. The 
patients are then selected for service by the various disciplines in the queue. In our 
case, the only department that was chosen was the consultation by a GP; this was 
mainly because of the time constraint and a lack of personnel. The system belongs 
to Type_3 of Figure 4, with three consultation rooms (implying three servers) with 



50 D.T. Machangara, H.A. Boubacar, G. Andreatta, A. Ndolo

patients that maintain a fixed queue. At times, a free doctor can select patients from 
another queue (which makes the situation complex). Moreover, the patients were 
from an infinite population, meaning that the system was able to receive all of the 
patients who came for consultation. The queueing discipline was FIFO, although pri-
ority and emergency cases were treated first at times, making the system preemptive.

During the observations, the system was noted to be more complex than was 
anticipated, and the queueing theory assumptions were violated. For example, the 
system service time was supposed to exhibit exponential distribution properties by 
the assumption of healthcare waiting lines; however, it did not since there was no 
continuity in serving the patients. The arrival process was not constant over time 
either, and it could not fit the Poisson process; hence, the arrivals and service times 
were instead categorized as a general distribution (meaning that it could be any 
kind of a distribution). As a result, the assumption of modeling it as M | M | 1 and 
using an analytical approach was, therefore, ruled out. The system was observed to 
be a 3 × G| G | 1 | ∞ | FIFO (or priority), implying a complex system that required 
a simulation approach.

From the observations, the three observed doctors (named ‘Doctor_1,’ ‘Doc-
tor_2,’ and ‘Doctor_3’) observed 19, 12, and 13 patients, respectively; the patients 
arrived during the period of 7:30−12:40. The most important parameters that were 
taken note of were the arrival times, waiting times, service times per hour, and num-
bers of servers.

Since the system was a bit complex, only the simulation approach on this system 
(to find the averages) was possible (instead of using the standard queueing theory, 
with its associated mathematical formulas). The type of simulation that was used 
was bootstrap simulation, as the service time was not from a specified distribution. 
The tool that was used for this analysis was Excel, where the observations were 
used to perform a simulation. The initial step for this approach involved reforming 
the probability distribution based on random-number generation in reference to the 
real data, where the random numbers were generated by the RAND(  ) function. One 
simulation was performed per doctor for each of the three using the VLOOKUP( ) 
function to simulate 1000 replications, where each replication was an independent 
replay of the occurring events. The replications were generated using a data table; to 
do this, the observed data in the spreadsheet was used to construct a typical “proto-
type” of the simulation. Also, a 95% confidence interval (CI) was estimated. Part of 
the replication process table that was created for ‘Doctor_1’ is shown in Figure 5.

The simulation analysis was also useful for investigating what might have hap-
pened if a different policy or strategy had been used. After the observations, the 
simulation model was used to compare two situations: the first was an observed 
system “with disruptions” (where the doctors had other things to attend to during 
their consultations), and the second was termed a system “without disruptions” (for 
comparison, where the doctors only consulted without any other disturbances).

One of the virtues of the simulation was that it allowed us to experiment with 
alternatives. Although not used in this study, other alternatives could include simu-
lating a system in which the number of doctors is increased to see the difference that 
can be made.
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Fig.  5. Replication process for ‘Doctor_1’ (supporting software tool output)

After meticulous data training and simulations, the results are stated in the next 
section.

3. RE SULTS

The data collected for the analysis was both quantitative and qualitative; that is, 
arrival, waiting, service, and total waiting times in addition to feedback on busy de-
partments and busy days, respectively.

After gathering the opinions from the respondents, making observations, and 
using the hospital records (registers), the results indicate the waiting times, busy 
departments, busy days and times, and possible causes of any long queues (where the 
term ‘busy’ was associated with a high number of patient arrivals and long queues). 
The perceptions that were provided by both the patients and the medical personnel 
helped confirm the findings. All analyses of the patients’ movements were performed 
on an hourly basis, with the times being recorded in minutes.

The arrival rate in the selected departments is presented in Figure 6. Observ- 
ing the trend, most patients arrived in the morning, and the numbers decreased 
as the day went by (although the emergency cases tended to increase after hours). 
Department-wise, the payment section experienced the highest number of arrivals – 
most likely because it was the starting point. These patients were then distributed to 
the various segments of the consultation service. Among the specialists, the internist 
seemed to be burdened the most.
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Fig. 6 . Department hourly arrivals

Figure 7 shows the amount of time that a patient waited for service in the 
selected departments, given that they found zero patients (no one in the system) up 
to more than six people. This factor alone triggered waiting times, as other incoming 
patients were also affected. Normally, if no one is in the system upon arrival, the 
patient who is first in the queue did not incur any waiting time, with expectations of 
being served immediately; therefore, this was a concern.

Fig. 7. Department waiting time when patients are already in system

The averages for the waiting, service, and total times that were spent in the 
hospital by the patients in the selected service segments were calculated; of all of 
the services, the internist had the highest times (illustrated in Figure 8).
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Fig. 8. Observed times in hospital

In terms of the laboratory department, the waiting times were in terms of turn
around times (TAT). The averages were calculated by using a sample of five patients 
for each laboratory test. TAT is defined as the total time that it takes from when 
a sample is submitted to when the results come out. For the research, only 6 common 
tests were selected (shown in Table 1); it can be seen that none of the tests were 
below 56, likely explaining why the patients waited so long. 

Table 1. TATs for RHL lab results

 Laboratory test TAT (time)

Mp (malaria parasite) 0:56

Hb (hemoglobin) 1:09

FBC (full blood count) 1:45

MS 2:19

FBS (glycaemia) 2:34

Stool analysis 3:50

For correlation clarity, Figure 9 was constructed to check the existence of 
a relationship among the variables. Of all of the variables, only waiting times and 
total time spent show a significant relationship (with a strong positive correlation 
of 0.99).

Concerning the predictions on the waiting and total times that were to be spent 
by a patient in the hospital tomorrow (referring to the future), a random forest tree 
was used (where the output of the tree was random each time the notebook was run). 
Also, the variables that were important for predicting both parameters were calcu-
lated and constructed according to their importance. For the prediction of waiting 
times, the mean absolute error (MAE) was 10.53 minutes, with a standard devia-
tion of 3.54 minutes. The MAE value implied that the model predicted an average 
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of 10.53 minutes of error. To show how accurately the trained model fit the data set, 
the R-squared value was calculated and found to be 0.64; this showed that the model 
prediction was almost close to the actual data set.

F ig. 9. Correlation of variables

Figure 10 shows that, to predict the waiting times, the most important variables 
were the times of arrival and the numbers of patients that one would find in the 
system.

Fi g. 10. Important variables for predicting waiting times

The trimmed waiting-time tree for prediction is given in Figure 11. Given the 
variables on the tree, a patient was able to predict how long they could expect to wait 
in the hospital before receiving service.
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Fig . 11. Waiting time predictions

To interpret this random forest in particular, if a patient arrived before 8:50 a.m., 
they chose the indicated true arrow from the first node; otherwise, they chose the false 
arrow. If the first node was true, the next question encountered was the number of 
servers. We moved down the forest answering questions up to the last row, whose nodes 
indicated the predicted waiting times (which were given as ‘value’ in minutes). Consider 
the following example: if a patient arrived before 8:50 a.m. and the service had fewer 
than two servers on a Wednesday, the waiting time prediction was 186.7 minutes. The 
‘samples’ that were shown on each node were indications of the numbers of samples that 
were randomly taken for sampling data points, and ‘MSE’ was the mean squared error.

For the total time prediction, predicting total time that is spent by a patient is some-
what infeasible in reality, as the outcome cannot be predicted without a patient going 
through the process of waiting and receiving the service first. Therefore, this prediction 
served as a verifier of the methods rather than a predictor of information beforehand. 
After training the model, however, the MAE was found to be 1.75 minutes; this implied 
that the model predicted 1.75 minutes of error on average. The median absolute error 
(MedAE) was 0.77 minutes, and the mean absolute percentage error (MAPE) was 7.45%.

As highlighted in Figure 12, the most important variables for the total time 
prediction were the waiting and service times.

Fig.  12. Important variables for predicting total time
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Removing all of the other variables and leaving the two important ones, MAE was 
reduced to 1.4 minutes, while MedAE decreased to 0.39 minutes and MAPE decreased 
to 5.23%. This implied that all of the other features were not important for the total 
time prediction after all. Scoring the model on the training data, the R-squared value 
was 0.99 minutes; this showed that the model prediction was very close to the actual 
data set. An illustration tree for the total time is shown in Figure 13.

Fig.  13. Total time predictions

In order to see the samples from the validation data set and the range within 
which their errors lay, error plots were constructed for both the waiting and total 
times. It can be noted from the plots that most of the samples had small minute 
errors (as seen in Figure 14).

Fig. 1 4. Prediction error plots
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For the queueing theory part, each of the three doctors had a summary of the 
results after a simulation of 1000 replications. The summary measures of perfor-
mance for the simulations that were calculated included the average time in the 
system, the average time in a queue, and the percentage of time that a server was 
idle. The time in the system was the total time that a patient spent from his/her 
arrival waiting in a queue up to the time that he/she received service (which was 
simply the waiting time before the service). The time that a server was idle was 
when a doctor was not busy.

From the results of Figures 15 and 16, ‘queueing results with disruptions’ was the 
observed system where the doctors’ arrival times were inconsistent and they engaged in 
other work other than serving the patients in queues. On the other hand, ‘queueing results 
with no disruptions’ was the model that it was compared to if the operating strategy was 
different, with doctors only serving patients without attending to other commitments. 

Fig. 15. Model for Doctor 1 with disruptions (supporting software tool output)

Fig. 16. Model for Doctor 1 with no disruptions (supporting software tool output)

When comparing the 2 Systems for each doctor, it could be observed that there 
was a huge difference – especially in the times that a patient spent in both a queue 
and the system. For example, a patient spent 55 minutes on average queueing in 
Figure 15, whereas they only spent 4 minutes in Figure 16 because the doctor had no 
other duties other than consulting. The same concept was applied to the other two 
doctors, with any differences noted in the systems.

CI play a role in the modeling and simulation, as they were used in the model 
validation. The wide CI that was outputted in Figure 15 indicated the small sample 
size that was used; in our case, standard deviation (σ) told us how the collected time 
was spread out from the average.

Since random numbers were generated, the output was also random; this meant 
that running the spread-sheet again would have given slightly different results from 
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what could be seen. It is to be noted, however, that a simulation is an approximate 
method and might not give exact answers; hence, the reason why the ‘with no disrup-
tions’ comparison system might have seemed to be close to perfect. In the following 
section, we give an in-depth discussion of the results as well as our conclusions.

4. DISCU SSION AND CONCLUSIONS

After performing the analysis, we drew conclusions on the findings and gave recom-
mendations by providing possible solutions. The results and findings of this research 
made use of registers where Mondays were normal days; therefore, the study assumed 
the nonexistence of a ghost town. Given the case that a ghost town happened and pa-
tient arrivals declined on Mondays, however, then these findings were not applicable 
and were subject to change only in terms of the busy days and the number of arrivals.

From the hospital registers, it was generally noted that the number of patient 
arrivals had been reducing over the past years; this was likely because of the crisis or 
standards being lowering without being noticed.

After observing and analyzing the possible causes of the queues that result in 
long waiting times, we found that patient waiting times were sensitive to doctors’ 
arrival times and the time that the doctors spent on other activities. This could be 
supported by the waiting times that were noted for all of the patients who arrived 
and found zero people in the system. The primary and secondary data played impor-
tant roles in our attempt to answer the research questions.

From the combined patient and medical responses, the three main departments 
were OPD, the laboratory, and the imaging center. As much as these results were 
obtained from the perceptions of 196 people, we concluded them to be true without 
further investigations. All of the other observations that were necessary for the re-
search were then carried out in two of these departments.

According to the perception of the questionnaire, the top-three busy days were 
found to be Monday, Wednesday, and Tuesday; at the same time, our observations 
indicated that Monday, Wednesday, and Tuesday had the highest numbers of patient 
arrivals. In combination, this is evidence enough to conclude that Monday, Wednes-
day, and Tuesday are the top-three busiest days of the week for the hospital. As was 
stated from the other studies in the literature review, we can also compare our results 
with Biya et al. (2022) (who found Monday to be the busiest day of the week). Again, 
when analyzing the times that were spent in the hospital, Wednesday and Tuesday 
had the highest amounts of time that were spent by the patients. Here, Monday could 
not be observed because of the crisis; from our secondary data findings, however, we 
could assume that it featured the highest total time that was spent in the hospital.

We also wanted to find out if there could be a correlation that existed between the 
waiting lines and the day of the week (or even the time of day). From our assessment, 
there was an implication that waiting lines and the time that was spent were related to 
the day of the week. In simple form, we could put it in an equation as follows:

↑ in arrivals =⇒ long queues = busy day =⇒ more time spent in hospital� (1)
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In terms of busy times of the day, most of the medical personnel responded to 
mornings; again, this matched with our observations, where the hospital was discov-
ered to be more congested and busy during the morning hours.

In response to the predictions that were made (and using the developed models), 
a patient can predict the amount of time that they can expect to wait the next day 
in the hospital. Figure 12 complements Figure 9 regarding the fact that the waiting 
time is the most important variable for total time prediction; to support this, the two 
were portrayed to have a strong correlation.

In queueing theory, we based our conclusions on the data analysis (including 
the simulation and assumptions), as the data was not enough to draw strong sci-
entific conclusions. This implied that the value of the essay was not in its actual 
conclusions but rather in the methodology that was used. Using a what-if anal-
ysis, an insight can be gained into the models in understanding and implement-
ing waiting-time strategies. We can only explain what can be done to get a more 
reliable appreciation of the current situation vs. different possible working policies 
(which are indicated in the recommendation section). The summarized results are 
presented in Table 2.

Table 2. The findings

 Research questions Subjective findings

Main causes of long waiting times

Departments with long waiting times 
Busy days
Busy times

Doctors’ arrival times and commitments to 
other activities
OPD, laboratory, and imaging center 
Monday, Wednesday, and Tuesday
Morning

Based on our work, an attempt to improve hospital performance, and the general 
operation, we suggest the following for each department:
1.	OPD Department

‒	 Change the queueing system: use different queueing rules, like adopting 
“Type 2: One queue- Multiple servers” queueing from Figure 4 (or any other 
combination), where a patient is assigned to the first free/available doctor.

‒	 Increase the number of doctors per shift: the queuing system setup could be 
changed by having an increase of one or two doctors consulting (especially on 
the highlighted busy days) to reduce waiting times.

‒	 Morning meetings: the doctors on duty could either send a representative 
to any meetings, or they could be shifted to take place at a less-busy times 
(e.g., in the afternoon).

‒	 Ward rounds: the doctors on duty at OPD could be exempted from ward 
rounds while non-consulting doctors do rounds and attend to emergency cases.

‒	 Classify services: a class of patients that require shorter service times (like 
those coming for medical certificates) could be dedicated to a different 
server. Waiting an hour for a signature and a stamp that takes two minutes 
is not ideal.
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‒	 For specialist consultations, appointment times could be introduced:
•	 Triage: the process from triage to the screening room is more or less 

repetitive; there is a need to either combine or cut off some unnecessary 
steps and procedures to reduce the waiting times.

•	 Almoner (Payment section): the system is not computerized, and a lot 
of time is spent invoicing by hand; if this system were changed, many 
differences could be noted.

2.	Laboratory Department
From the findings concerning the long waiting times in the laboratory, this was 
due to the fact that results take a long time to come out (and/or handed to the 
patient) than the time it takes to collect samples. As a result, the solution can 
only lie within reviewing the way the results are grouped or timed. The results 
should be produced in two shifts (i.e., 11 a.m. and 2 p.m.).

3.	Imaging center
This was among the departments that were mentioned to have long waiting 
times; however, no observations could be made because of the complex setup and 
the sensitivity of the process. We cannot make any conclusions but to recommend 
a study of this for future work.

In general, the hospital can take the following points into consideration:
1.	Staff allocation: in general, the staff allocations could be more concentrated for 

all of the service segments to suit the busier days and times.
2.	Entertainment: providing patients with educational health talks, books, 

magazines, etc. could also help keep them occupied while they are in queues. This 
can also help avoid reneging and baulking, as most patients become impatient 
and bored and leave without receiving service.

For future research and use, the type of operational data that is needed as input 
for a queueing model could be introduced, as it is often unavailable in the registers. 
This is necessary for reviewing system performance as well.
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