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Scheduling Problems
with Learning and Ageing Effects:

A Survey

Adam Janiak�, Tomasz Krysiak�, Radosław Trela�

Abstract. In recent years, many papers concerning scheduling problems with simultaneous
learning and ageing effects were published. In this paper, the state of the art of research
concerning these problems is presented. In order to facilitate understanding this subject,
the scheduling problems where these effects occur separately, are firstly explained. Then,
the papers devoted to scheduling problems combining the effects of learning and ageing are
discussed. Particular attention was paid on practical applications of the considered schedul-
ing problems. After thorough analysis it turned out that both scheduling problems with
learning effect, and with ageing effect, as well as, in particular, the problems with models
merging learning and ageing effects do not have any reasonable real-life applications. This is
because the learning and ageing effects are in general long time horizon phenomena observed
in repetitive systems and scheduling theory concerns either with repetitive short-horizon
planning problems or single long-horizon projects. Therefore, there is no sense to continue
research considering these scheduling problems from practical (computer engineering, au-
tomatic control, technical and economical) point of view, unless such reasonable real-life
example appears.
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1. INTRODUCTION

In the last decade of 20th century two phenomena, called a learning effect and an
ageing effect, were brought into the scheduling field. Problems with these effects can
be perceived as problems with changeable efficiency of a processor. The learning effect
(without scheduling process) may be observed, e.g., during organizing of the work-
place, minimizing the number of tasks necessary to obtain the final product, etc.
A processor improves then its efficiency, i.e., it needs less time to accomplish the task.
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The opposite effect, observed (without scheduling process) during processing of tasks
which reduce the efficiency of a processor (e.g., blunting of a blade, wear of drill bits,
tiredness of a doctor), is called an ageing effect.
This paper is a survey of scheduling problems where both effects exist simul-

taneously. In order to facilitate understanding them, the scheduling problems where
these effects occur separately, are firstly explained. Therefore, in Section 2, a learning
effect is presented and the most important scheduling models covering it are shown.
Section 3 concerns an ageing effect. The state of the art of problems combining these
phenomena is presented in Section 4. Finally, all the presented results are summarized
in Section 5.

2. SCHEDULING PROBLEMS WITH A LEARNING EFFECT

A learning effect, i.e. a phenomenon of improving efficiency of a processor, was firstly
observed and described by Wright (1936). Into scheduling theory it was brought by
Biskup (1999) as a dependency of job processing times on the number of already
processed jobs (i.e., on the position of the job in a sequence). However, the learning
effect in the context of scheduling was defined already in the 80s and 90s of 20th
century (see e.g., Meilijson and Tamir (1984), Dondeti and Mohanty (1998), where
the processing times were dependent on the total processing time of already processed
jobs rather than their number). The obtained results in this domain were summarized
recently by Biskup (2008). Anyway, the main idea of scheduling problems with the
learning effect is that a processor gains an experience while executing jobs. This
experience improves efficiency of the processor and as a result it helps to shorten the
processing times of the jobs (i.e., the more experience the processor gains, the more
the processing time of the next job is shortened).
Relation between the job processing time and the experience of the processor is

called a learning curve. The following three learning curves were investigated so far:
Wright’s curve (Figure 1), S-shaped curve (Figure 2) and stepwise curve (Figure 3).
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Fig. 1. Wright’s curve.
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Fig. 2. S-shaped curve.
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Fig. 3. Stepwise curve.

In the Wright’s curve it is assumed that first unit of the experience gives the
most shortening of the job processing time and each next unit experience gives less
shortening of this time because of a saturation or weariness (thus it looks like con-
vex decreasing exponential function). The S-shaped curve describes the learning effect
more precisely, since it includes three main phases of this phenomenon, i.e., initiation,
learning and maturity. In the first phase, the processor does not acquire the experi-
ence in its maximal capabilities (e.g. because of organizing of a workplace) – thus the
function decreases slowly. The processor is the most efficient in acquiring the expe-
rience in the next phase – just after the initiation – then the function decreases the
fastest. Finally, in the last phase, the processor possesses almost the whole possible
experience and thus each next unit experience gives less shortening of the job process-
ing time (similarly like in the Wright’s curve). As a result, we obtain a function which
resembles the letter “S”. The stepwise curve describes the learning phenomenon in
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discrete way and one can obtain different shapes by matching its parameters (value
and length of each step).
Three models of gaining experience were formulated in the analyzed papers: the

model dependent on a number of processed jobs, on a sum of normal processing times
of finished jobs and general model where each job can provide different experience to
the processor.
Now some selected, most important models of processing time covering learning

effect will be shown.
Biskup (1999) introduces the model in which processing time of a job depends

on position of the job in a sequence (in other words it depends on the number of jobs
already processed) and which realizes Write’s curve:

pj[r] = pjr
−α. (1)

In the above equation pj[r] denotes an actual processing time of job j sequenced in
rth position, pj is a normal processing time (without learning) of job j and α > 0 is
a learning index.
Generalization of this model is considered by Mosheiov and Sidney (2003). They

assume that each job can have its own learning index αj :

pj[r] = pjr
−αj . (2)

Janiak and Rudek (2005) find out that existing models of learning are rather
crude simplification of complex industrial problems. Therefore, they consider schedul-
ing problems with more general, experience based processing time:

pj[r] = pj(
r∑
l=1

e[l])
−αj , (3)

where
∑r
l=1 e[l] is an experience of a processor at the moment when processing of the

job scheduled in rth position is started (this experience is gained by processing the
jobs from positions 1, . . . , r). Note that the above model is generalization of the model
of Mosheiov and Sidney (2003), i.e., it is based on the Write’s curve and it is assumed
that each job can provide different amount of experience, ej , to the processor (unlike
the above mentioned position-based models, where each job provides an amount of
experience equal to 1).
The same authors discover that experience gaining is often a continuous process

(Janiak and Rudek, 2007). They introduce a general model of experience obtained by
the processor at the beginning of processing of a job sequenced in rth position, Eβ(r).
In this model, it is assumed that a part of the experience from a job sequenced in rth
position is gained at the beginning of its processing and the remaining part after the
completion of this job:

Eβ(r) � E(r − 1) + β[r]e[r] =
r−1∑
l=1

e[l] + β[r]e[r],
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where E(r − 1) is the total experience gained by the processor during processing the
jobs from the positions 1, . . . , r − 1 and β[r] ∈ [0, 1] is a parameter which determines
the part of experience e[r] provided to the processor at the beginning of processing
of job sequenced in rth position. Based on the above model of the experience, the
authors provide a general model of the job processing time with the learning effect
and the S-shaped learning curve:

pj[r] = pj − bj (min{Eβ(r), gj})αj , (4)

where gj denotes a learning threshold of job j and αj is a learning index of this job.
In Janiak and Rudek (2008) these authors introduce a stepwise function of processing
time including the general model of experience Eβ(r):

pj[r] =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pj,1, 0 � Eβ(r) < gj,1
pj,2, gj,1 � Eβ(r) < gj,2
...
pj,k, gj,k−1 � Eβ(r)

. (5)

The authors analyze this model, since it is not restricted to any particular shape and
thus it can fit every possible learning function by matching its parameters (value, pj,q,
and length, [gj,q−1, gj,q], of each step q = 1, . . . , k).
The authors of the above mentioned papers describe there only short and general

examples of learning phenomenon (without scheduling process) in practical situations,
mainly in assembly environment where workers improve their skills by repeating simi-
lar operations (i.e., they learn). These examples seem to be intuitive, however there is
not presented full and exhaustive real-life example (considering also scheduling pro-
cess), with all necessary details, where scheduling process, specific environment of
processors, model of job processing times, etc., would be noticeable explicitly.
Another research direction in the area of scheduling with the learning effect is

to analyze the problems with the job processing times dependent on time spent by
processor on executing earlier jobs rather than only on number of these jobs. As an
example of this phenomenon, an optimization of surface inspection of steel plates or
bars in a foundry is given. There is a set of steel plates or bars that need to be checked
if they do not have any surface deffects. Time required to perform the inspection of one
element depends on its area (plates) or length (bars). Authors claim that a person
who makes inspection learns more if more time spends on checking. In scheduling
context a set of elements to be checked is a set of jobs and a person that perform
this quality control may be viewed as a processor. Unfortunately, again the example
is superficial and unconvincing (especially the learning process).
In the considered area, Kuo and Yang (2006) propose the following model:

pj[r] = pj

(
1 +

r−1∑
l=1

p[l]

)−αj
, (6)

where p[l] denotes normal processing time of job scheduled in lth position and αj > 0
is a learning index of job j.
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Similar model is investigated also by Koulamas and Kyparisis (2007):

pj[r] = pj

(
1−

r−1∑
l=1

p[l]∑n
i=1 pi

)α
. (7)

Finally, it is worth mentioning that the concept of learning under scheduling
context was mentioned some years earlier (Meilijson and Tamir (1984), Dondeti and
Mohanty (1998)), however, these authors do not consider any specified model of job
processing times. They provide only some preliminary general considerations.
To sum up practical motivation of the analyzed research, there should be em-

phasized that the presented examples of practical application of scheduling problems
with the learning effect are too brief. They usually contain only a description of the
learning effect or (rarely) only scheduling process, but do not contain a meaningful
combination of both these processes. As long as full and exhaustive real-life example
is not given, there is no sense to do research (from practical point of view) in the
area of scheduling with the learning effect. Recently, there were published two pa-
pers (Rudek (2011), Rudek and Wielgus (2010)) examining even the learning effect in
a multiprocessor flow shop environment without any real-life practical justification.

3. SCHEDULING PROBLEMS UNDER AN AGEING EFFECT

An ageing effect is a phenomenon of reduction the processor efficiency as a result
of its fatigue (wear). Thus, the processing times of the subsequent jobs executed
by the processor increase. Job processing time may be an (increasing) function of:
job starting time (deteriorating jobs), position or sum of normal processing times of
jobs already processed. Moreover, there was considered a general model, in which
processing of one job may cause different wear of the processor than processing of
another job. Analogous to the learning effect, several types of relation between job
processing time and wear of a processor were considered: exponential, linear, piecewise
linear, exponential with ageing threshold and stepwise.
There are much less papers on the scheduling problems with the ageing effect

than the ones with the learning effect – see, e.g., Yang and Yang (2010) for a survey.
Let us show some selected, most important results in this area.
A model with linear curve of wear is investigated by Bachman and Janiak (2004):

pj[r] = pj + αjr, (8)

where pj[r] denotes actual processing time of the job j scheduled in position r, pj is
normal processing time of this job and αj � 0 is an ageing index. The authors describe
short and general practical example of the phenomenon of ageing in the context of
decreasing sharpness of drills, however they do not explain scheduling process, model
of job processing times, etc.
Kunnathur and Gupta (1990) introduce a piecewise linear model and processing

time dependent on starting time:

pj(t) = pj + αj max {t− gj , 0} , (9)
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where t is starting time of job j, αj is its ageing index and gj denotes ageing threshold
dependent on this job.
Analogous model but with processing time dependent on position, r, of the job

is formulated by Janiak and Śnieżyk (2005):

pj[r] = pj + αj max {r − gj , 0} . (10)

The authors present an interesting example of practical application of the analyzed
problem – an optimization of data transmission in a client-server type computer net-
work. The problem is as follows. There are a server and a set of clients. The server
connection has a limited bandwidth. When each client connects to the server, it gets
some available part of the bandwith. In response, the server must send a large amount
of initialization data (e.g. configuration data, program code) and keep the connec-
tion open. Note that every client requires different initialization data and a different
amount of work from server to prepare data. When the number of established connec-
tions increases, resources (processor time, network bandwidth, etc.) become scarce.
As a result, the time required to open new connection, prepare and send initialization
data increases. What is important, is the fact that client requests occur in different mo-
ments. The objective is to determine such a sequence of processing of clients’ requests
that minimizes the time required to open and initialize all connections. This problem
can be considered as a scheduling problem with an ageing effect, ready times and
a makespan criterion. Although the example is interesting, there should be explained
more precisely the details of network communication (especially in the context of
scheduling clients’ requests and ageing effect in initializing of new connections), since
in the present form the described problem seems to be immaterial.
Janiak and Rudek (2010) introduce a general model of wear of the processor,

W (r− 1) =∑r−1j=1 wj , caused by processing the jobs from the positions 1, . . . , r− 1 of
a sequence. Obviously, each job causes wear of the processor in different extent, which
is described just by the parameter wj . Based on the described general wear model,
the authors investigate exponential curve with an ageing threshold:

pj[r] = pj + αj (max {W (r − 1)− gj , 0})βj . (11)

In the above equation all indices are non-negative rational numbers and W (r − 1) is
wear of the processor after completion of r − 1 jobs. As a practical application for
this model, a production with usage of Computer Numerical Control (CNC) drilling
or cutting machines is shown. This example is based on that presented by Bachman
and Janiak (2004) and again it is short and vague. Indeed, the both examples are
unconvincing and do not include the scheduling process.
Similarly as for the scheduling problems with the learning effect, the presented

practical examples of scheduling problems with the ageing effect are vague or in-
complete. Especially, the process of scheduling is not explained sufficiently in the
presented examples. Therefore, the conducted research should be much more justified
from a practical point of view. Unless complete and convincing real-life example (in
which the both scheduling and ageing processes would be shown) is not given, there
is no use to consider such problems from practical point of view.
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4. THE STATE OF THE ART OF SCHEDULING PROBLEMS
WITH SIMULTANEOUS LEARNING AND AGEING EFFECTS

As it can be seen in the previous sections, effects of learning and ageing are known
and have been investigated for several decades, however to the scheduling theory they
were brought in the last decade of the 20th century. Since 2009 the papers covering
scheduling problems with simultaneous learning and ageing are regularly published,
although already in 2004 and 2007 two first papers in this domain have appeared.
In this section, we give overview of just such problems. In the first subsection, we
analyze the problems in which the learning effect is characterized by dependency of job
processing times on position and the ageing effect is characterized by dependency on
job starting times (i.e., there are deteriorating jobs). Subsection 4.2 contains problems
with the same type of the learning effect as in previous section (i.e., dependency on
position) and the ageing effect is characterized by dependency on sum of normal
processing times of already finished jobs. In Subsection 4.3 we present the model of
jobs processing times which does not depend on job position at all. Instead, it depends
non-increasingly on the sum of normal processing times of finished jobs (the learning
effect) and non-decreasingly on the completion time of last completed job (the ageing
effect).

4.1. TIME AND POSITION DEPENDENT MODELS

As it was mentioned above, the first paper considering a scheduling problem with
simultaneous learning and ageing effects is Lee (2004). He considers a model of job
processing times dependent on starting times and positions (learning effect + deteri-
orating jobs) of the following form:

pj[r] = αjtr
a, (12)

where t is the job starting time, r is position of the job in a sequence, a � 0 is
a learning index and αj is a deterioration rate. The author shows that the single
processor problems with criteria Cmax,

∑
Cj and

∑
Lj is polynomially solvable by

SDR (the smallest deteriorating rate) principle. He proves also that the corresponding
problems with a slightly different model: pj[r] = (p0 + αjt) ra (where p0 is common
basic processing time) are no longer optimally solvable by SDR principle.
No practical application is presented for the considered problem by Lee (2004).

However, research on this kind of scheduling problems is continued by Wang (2007),
where a short vague example of simultaneous existing of learning and deteriorarting
effects is provided. In this description it is explained that workers learn by repeating
some tasks, but they forget the acquired abilities while they are moved to another
kind of tasks. Unfortunately, this description does not reflect the considered problem
(in particular scheduling process and the considered model of processing times). In
fact, Wang considers a slightly more general model of job processing times than Lee,
namely:

pj[r] = pj (α(t) + βr
a) , (13)
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where pj is the normal processing time, α(t) is an increasing function, β is a constant
and a � 0 is the learning index. The author proves that the single processor problems
with Cmax,

∑
Cj ,

∑
C2j criteria and some special cases with

∑
wjCj and Lmax criteria

are polynomially solvable.
Similar model is investigated by Yang and Kuo (2009),Wang and Guo (2010),

Toksarı et al. (2010):

pj[r] = (pj + αt) r
a, (14)

where a � 0 and α � 0 are learning and ageing indices, respectively. In the paper
of Yang and Kuo (2009), single processor problems are considered. It is shown that
minimization of Cmax,

∑
Cj ,

∑
Ckj and some special cases of minimization of

∑
wjCj ,

Lmax, TADC1, ETCP 2 are polynomially solvable. In the paper of Wang and Guo
(2010) it is proven that the single processor due-date assignment problem with effects
of learning and ageing is still polynomially solvable (O(n log n)). The same – short
and vague – description of practical application as in Wang (2007) is given in the both
above mentioned papers. What is more, Wang and Guo (2010) give another example
(independent of the previous one) describing due-date assignment (but without the
learning and ageing effects!).
Instead, simply assembly line balancing problem (SALBP) is investigated by

Toksarı et al. (2010). Authors show that SALBP with this model of job process-
ing time can be solved optimally in polynomial time, using mixed nonlinear integer
programming. Moreover, for bigger instances of the problem a heuristic algorithm is
constructed. The authors give a short practical example (and references to several
other papers) of SALBP problem only with the learning effect (without ageing or job
deterioration effect).
Yang and Kuo (2010) formulate the following model of processing time:

pj[r] = pjr
bj + αt, (15)

where bj � 0 denotes a learning index of job j and α > 0 is an ageing index. In this
paper the special case with learning index common for all jobs (bj = b) is investigated
as well. Some single processor scheduling problems and flow shop problems are taken
into consideration. It is proven that single processor problems and some flow shop
problems with criteria Cmax,

∑
Cj and TADC are polynomially solvable. However,

authors do not show practical applications for their research.
The models, in which learning effect and ageing effect multiply together, are

also considered in the scientific literature. Namely, Wang et al. (2009b) formulate job
processing time as:

pj[r] = αj(b+ ct)r
a, (16)

1 TADC =
∑n

i=1

∑n

j=1 |Ci − Cj | — total absolute differences in completion times
2 ETCP =

∑n

i=1(αEi+βTi+ γd) — sum of earliness, tardiness and common due-date penalty (α,
β, γ — some coefficients)
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where αj is an ageing index of job j, a � 0 is a learning index and b, c, d are some
constant parameters. They also consider setup times:

s[r] = d
r−1∑
i=1

p∗[i],

where p∗[i] denotes actual processing time of job scheduled in position i. They prove
that single processor problems with such model of processing time and setups and
criteria Cmax,

∑
Cj and

∑
Cδj are polynomially solvable. Moreover, some special

cases with criteria Lmax,
∑
Uj ,

∑
wjCj are proven to be solvable in polynomial time.

Unfortunately, an example of a real life system with learning effect, ageing effect and
setups is not given.
In this group of scheduling problems, there are such that include arbitrary func-

tion of starting time (Wang, 2009):

pj[r] = pjα(t) (M + (1−M) ra) , (17)

and
pj[r] = pj (α(t) +M + (1−M) ra) , (18)

where α(t) in the above equations is an increasing ageing function (α(0) � 0) and
M ∈ [0, 1] is a constant. It is shown that single processor problems with job processing
time expressed by one of the above equations and criteria Cmax,

∑
Cj and

∑
C2j

are polynomially solvable. Some special cases of minimization of
∑
wjCj and Lmax

are also shown to be polynomially solvable. However, explanation for such model of
processing time is not sufficient (especially from practical point of view, since exactly
the same example as in Wang (2007) is given).
Finally, the problems, in which ageing index depended on jobs and on processors,

are analyzed (Wang and Liu, 2009), i.e. the processing time is expressed as:

pij[r] = αijtr
a, (19)

where αij > 0 is an ageing index of job j processed on processor i and a � 0 is
a learning index. Starting time of job must be a positive number (t > 0). In this paper
some single processor polynomial solvable problems are provided. For two machine
flow shop problem, domination rules and a lower bound are shown and they are later
used in a branch and bound algorithm. What is more, some heuristic algorithms are
constructed. Unfortunately, a real life system that can be modelled as a flow shop
problem with effects of learning and ageing is not shown.
Different model – in which not power but exponential function of position is given

– is introduced by Wang et al. (2009a):

pj[r] = pj
(
αar−1 + β

)
(bt+ c). (20)

In the above equation a ∈ (0, 1] is a learning index, α � 0 and β � 0 are learning
parameters and b � 0, c � 0 are ageing parameters. It is proven that problems with
criteria Cmax,

∑
Cj ,

∑
Cδj and some special cases with criteria

∑
wjCj and Lmax are
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solvable in polynomial time. As a practical motivation of the considered model, the
authors give the same short and vague example as in Wang (2007, 2009), Yang and
Kuo (2009), Wang and Guo (2010). Moreover, they provide another short example
(preheating of the ingot in steel production), but only to justify consideration of coef-
ficient of starting time proportional to the normal processing time. Thus, the authors
again do not provide exhaustive (i.e., including dependency of the job processing times
on their starting times and positions in a sequence) and convincing practical example
of the analyzed scheduling model.

4.2. TOTAL NORMAL PROCESSING TIME AND POSITION DEPENDENT
MODELS

Another group of scheduling problems with learning and ageing effects are such that
the processing times depend on sum of normal processing times of already finished
jobs (not the starting times as in previous models) and on positions.
Cheng et al. (2010) introduce the following model of processing time:

pj[r] = pj

(
1 +

r−1∑
l=1

log p[l]

)a
rb, (21)

where pj[r] is actual processing time of job j scheduled in rth position, pj is normal
processing time of this job, p[l] denotes normal processing time of job scheduled in
lth position, a < 0 and b > 0 are learning and ageing indices, respectively. Logarithm
in the above equation prevents dramatic decline of the processing time when number
of jobs increases. Authors investigate single processor problems where setup before
processing job j scheduled in rth position is described as follows:

sj[r] = γ
r−1∑
l=1

p[l],

where γ is a normalizing parameter (0 < γ < 1). It is proven that problems with
criteria Cmax,

∑
Cj ,

∑
C2j are polynomially solvable. Moreover, some special, poly-

nomially solvable cases of minimization of
∑
Ti and Lmax are shown. As a practical

application of the above mentioned model of setups, the manufacturing of integrated
circuit boards is given. However, this example does not include such complicated
model of job processing times as presented above.
Sun’s paper (Sun, 2009) concerns a slightly different model of processing time:

pj[r] = pj

(
1 +

r−1∑
l=1

p[l]

)a
rb. (22)

In the above equation a � 1 is an ageing index and b < 0 is a learning index. Contrary
to the previous model, wear of the processor is a function of sum of normal processing
times and learning is a function of position. It is shown that single processor prob-
lems of minimization Cmax,

∑
Cj ,

∑
C2j and special cases of minimization

∑
wjCj

and Lmax are polynomially solvable.
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A similar model is introduced by Huang et al. (2010). In their model processing
time is not a power function but exponential:

pj[r] = pj

(
1 +

r−1∑
i=1

p[l]

)a
αr−1, (23)

where a > 1 and α ∈ (0, 1] are ageing and learning indices, respectively. In the paper
some exact polynomial time algorithms for single processor problems with criteria
Cmax,

∑
Cj are developed. Authors also construct polynomial time algorithms for

special cases of minimization of Lmax and
∑
wjCj .

No detailed examples of practical applications of the models analyzed by Sun
and by Huang et al. are provided in the above mentioned papers. There are only
short vague sentences (similar in the both papers) that the phenomena of deterio-
rating jobs (i.e., starting time dependent processing times) and learning effect exist
simultaneously in many real-life situations. Then few vague examples are provided
(ignoring for instance the scheduling process). In our opinion, such sentences are not
sufficient motivation (from practical point of view) to lead research on these – quite
complicated – models.
Problems with the job processing times dependent on the sum of normal process-

ing times already finished jobs and position of the job are also considered by Wang
et al. (2010). They suggest the following model of processing time:

pj[r] = pj

(
p0 +

∑r−1
l=1 p[l]

p0 +
∑n
l=1 pl

)a1
ra2 , (24)

where a1 and a2 are learning or ageing indices (a1 < 0, a2 > 0 — ageing, a1 > 0,
a2 < 0 — learning) and p0 is constant.
It is proven that special cases of single processor problems with this model of

processing time and criteria Cmax,
∑
Cj and their weighted sum are polynomially

solvable. For other special cases it is shown that optimal schedule is V-shaped with
respect to job normal processing times. Unfortunately, authors again do not give an
example of real life system that can be modelled in such way.

4.3. NON-POSITION DEPENDENT MODELS

A model proposed by Toksarı and Güner (2010) differs from all the above mentioned,
since it is the only model which does not depend on job position in a sequence.
Instead, the learning effect reveals by dependency on the total normal processing
time (as ageing effect in some previously described models) and the ageing effect
reveals by dependency on completion time of last completed job (which is similar to
starting time dependency occurring in deteriorating jobs). The featured model has
the following form:

pj[r] =
[
pj +

(
α+ C[r−1]

b
)](
1 +

r−1∑
k=1

p[k]

)a
. (25)
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In this model, C[r−1] is ompletion time of job scheduling in position r− 1, a � 0
is a learning index, α > 0 and b > 0 are deterioration indices. Also a special case of
the model with b = 1 is considered. In this paper earliness/tardiness (ET) scheduling
problem on a parallel processor environment with common due-date is considered. It
is shown that the optimal solution is V-shaped under certain agreeable conditions.
Also an exact algorithm solving the problem is constructed. Unfortunately, practical
applications for the research are not shown.
From analysis given in this section follows that authors introduce new, quite

complicated models of job processing times including simultaneously the learning and
ageing effects. However, introducing them to scheduling theory, the authors do not give
sensible justification including complete and convincing real-life application example,
consisting simultaneously scheduling process together with learning and ageing effects.
Therefore, there is no use to do research on them from practical point of view until
such an appropriate example is given.

5. CONCLUSIONS

In this paper, the state of the art of scheduling problems with simultaneous effects of
learning and ageing was shown. Such problems are an emerging concept in scheduling
theory. The papers covering them have been published since 2009 (to the best of our
knowledge, only two papers with preliminary results in this domain have appeared in
2004 and 2007).
Mainly single processor problems were investigated so far. Authors focused on

polynomial solvable cases. Complexity of many problems, especially with criteria
Lmax,

∑
wjCj ,

∑
Tj , is still open. A list of the considered problems in the described

area is presented in Table 1.
Since the effects of learning and ageing were previously considered separately in

the context of job scheduling, we gave also brief overview of these results. The follow-
ing additional observation arises from the above analysis. Namely, authors consider
scheduling problems with new models of job processing times (including only learning
effect, or only ageing effect, or both learning and ageing effects), but they do not
provide appropriate – full, sensible and detailed – practical example of the analyzed
problems. We did not find any complete example: they were too vague, unrealistic, did
not show scheduling process, or simply did not reflect the mathematical complexity
of analyzed model. This situation could be explained intuitively as follows.
The learning and ageing effects are in general long time horizon phenomena

observed in repetitive systems and scheduling theory concerns either with repetitive
short-horizon planning problems or single long-horizon projects. Therefore, from com-
puter engineering, automatic control, technical and economical point of view there is
no sense to consider these scheduling problems, unless an appropriate reasonable
practical example is presented.
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