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Application of a Fuzzy Inference System
for the Optimization of Material Removal Rate
and Multiple Surface Roughness Characteristics
in the Machining of GFRP Polyester Composites

Ankita Singh*, Saurav Datta™, Siba Sankar Mahapatra®**

Abstract. This paper presents a multi-objective extended optimization methodology applied
in the machining of a randomly oriented GFRP rod. Design of Experiment (DOE) has been
selected based on a L9 orthogonal array design with varying process control parameters
like: spindle speed, feed rate and depth of cut. Multiple surface roughness parameters of
the machined FRP product along with the Material Removal Rate (MRR) of the machining
process have been optimized simultaneously. The Fuzzy Inference System (FIS) has been
proposed for providing feasible means for the meaningful aggregation of multiple objective
functions into an equivalent single performance index (MPCI). This Multi-Performance
Characteristic Index (MPCI) has been optimized using the Taguchi method. The approach
adapted here is capable of overcoming limitations/ assumptions of existing optimization
methodologies available in the literature.
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1. INTRODUCTION AND PRIOR STATE OF THE ART

A Fiber Reinforced Polymer (FRP) composite is defined as a polymer (plastic) matrix,
either thermoset or thermoplastic, that is reinforced (combined) with a fiber or other
reinforcing material with a sufficient aspect ratio (length to thickness) to provide a
discernable reinforcing function in one or more directions. FRP composites are different
from traditional construction materials such as steel or aluminum. FRP composites
are anisotropic (properties apparent in the direction of the applied load) whereas
steel or aluminum is isotropic (uniform properties in all directions, independent of the
applied load). Therefore, FRP composite properties are directional, meaning that the
best mechanical properties are in the direction of the fiber placement. Composites are
similar to reinforced concrete where the rebar is embedded in an isotropic matrix called
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concrete. Composites are composed of: resins, reinforcements, fillers and additives.
The primary functions of the resin are to transfer stress between the reinforcing fibers,
act as a glue to hold the fibers together, and protect the fibers from mechanical and
environmental damage. The most common resins used in the production of FRP
grating are polyesters (including orthophthalic-”ortho” and isophthalic-"is0”), vinyl
esters and phenolics. The primary function of fibers or reinforcements is to carry
a load along the length of the fiber to provide strength and stiffness in one direction.
Reinforcements can be oriented to provide tailored properties in the direction of the
loads imparted on the end product. The largest volume reinforcement is glass fiber.
Fillers are used to improve performance and reduce the cost of a composite by lowering
the compound cost of the significantly more expensive resin and imparting benefits
such as shrinkage control, surface smoothness, and crack resistance. Additives and
modifier ingredients expand the usefulness of polymers, enhance their processability
or extend product durability.

The machining of Polymer Composites is an indispensable interdisciplinary rele-
vance for process design, tool and production engineers in composite manufacturing.
A number of papers are available related to the growth of theory and practices on var-
ious aspects of composite machining. The literature reveals that aspects of composite
machining belong to a wide field with inter-disciplinary, multi-criteria decision-making
complexity, and designing a framework has always been a challenging issue. Four basic
trends in research on machining and the machinability of composites, highlighted in
literature are as follows (Jamal, 2009):

a) The mechanics of chip formation and the critical influence of composite architecture
on chip formation mode, cutting forces and surface quality

b) The phenomena of tool wear and an analysis of tool materials and tool wear
mechanisms in the machining of FRP composites

¢) The machinability of FRP composites by traditional and nontraditional methods
including turning, milling, drilling, abrasive, abrasive water jet and laser machining

d) The issue of health and safety in machining FRP composites

Santhanakrishnam et al. (1988) carried out face turning on glass fiber rein-
forced plastics (GFRP), carbon fiber reinforced plastics (CFRP) and kevlar fiber
reinforced plastics (KFRP) cylindrical tubes and studied their machined surfaces for
possible application as friction surfaces. The mechanisms of material removal, tool
wear, cutting forces were also discussed. El-Sonbaty et al. (2004) investigated the
influence of cutting speed, feed, drill size and fiber volume fraction on the thrust
force, torque and surface roughness in the drilling processes of fiber-reinforced com-
posite materials. Davim and Mata (2005a) optimized surface roughness in turning
FRPs tubes manufacturing by filament winding and hand lay-up, using polycrystalline
diamond cutting tools. Additionally, the optimal material removal rates have been
obtained through multiple analysis regression (MRA). Mohan et al. (2005) applied
Taguchi optimization methodology to optimize cutting parameters in the drilling
of glass fiber reinforced composite (GFRC) material. The drilling parameters and
specimen parameters evaluated were speed, feed rate, drill size and specimen thickness.
In another paper, Davim and Mata (2005b) studied machinability in the turning
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processes of fiber reinforced plastics (FRPs) using polycrystalline diamond cutting
tools. A statistical technique, using orthogonal arrays and an analysis of variance,
was employed to investigate the influence of cutting parameters on specific cutting
pressure and surface roughness. The objective was to evaluate the machinability of
these materials as a function of the manufacturing process (filament winding and hand
lay-up). A new machinability index was also proposed by the authors.

Jawali et al. (2006) fabricated a series of short glass fiber-reinforced nylon 6 com-
posites with different weight ratios of glass content viz., 15, 30, 40, and 50% by
melt mixing. The fabricated nylon 6 composites have been characterized for physic-
mechanical properties such as specific gravity, tensile properties, and wear resistance.
A marginal improvement in tensile strength and tensile modulus was observed with an
increase in high modulus fiber. Wear resistance was found to be increased with the in-
crease in rigid glass fiber content in the nylon matrix. The dimensional stability of
the composite was improved with the increase in fiber content. Bagci and Isik (2006)
carried out orthogonal cutting tests on unidirectional glass fiber reinforced plastics
(GFRP), using cermet tools. An artificial neural network (ANN) and response surface
(RS) model were developed to predict surface roughness on the turned part surface.
Palanikumar et al. (2006) assessed the influence of machining parameters on the ma-
chining of GFRP composites using coated cermet tool inserts. The factors considered
were cutting speed, work piece fiber orientation angle, depth of cut and feed rate.
A procedure was developed to assess and optimize the chosen factors to attain minimum
surface roughness by incorporating: (i) response table and response graph; (ii) normal
probability plot; (iii) interaction graphs; (iv) Analysis of Variance (ANOVA) technique.
Davim and Mata (2007) investigated the machinability in the turning processes of
glass fiber reinforced plastics (GFRPs) manufactured by a hand lay-up. A statistical
technique, using orthogonal arrays and analysis of variance (ANOVA), was employed
to know the influence of cutting parameters on specific cutting pressure and surface
roughness. The objective was to evaluate the machinability of these materials in the
function of a cutting tool (polycrystalline diamond and cemented carbide tools).

Palanikumar and Davim (2007) developed a mathematical model to predict the
tool wear on the machining of GFRP composites using regression analysis and analysis
of variance (ANOVA) in order to study the main and interaction effects of machining
parameters, viz., cutting speed, feed rate, depth of cut and work piece fiber orientation
angle. In another work Palanikumar (2007) attempted to model the surface rough-
ness through the response surface method (RSM) in machining GFRP composites.
Karnik et al. (2008) applied the artificial neural network (ANN) model to study
the machinability aspects of unreinforced polyetheretherketone (PEEK), reinforced
polyetheretherketone with 30% of carbon fibers (PEEK CF 30) and 30% of glass fibers
(PEEK GF 30) machining. A multilayer feed forward ANN was employed to study
the effect of parameters such as tool material, work material, cutting speed and feed
rate on two aspects of machinability, namely, power and specific cutting pressure. The
investigation results showed that, K10 tool provides better machinability for PEEK
and PEEK CF 30 materials, while PCD tool was preferred for PEEK GF 30 material.
Palanikumar et al. (2008) highlighted the use of Taguchi and response surface method-
ologies for minimizing the surface roughness in machining glass fiber reinforced (GFRP)
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plastics with a polycrystalline diamond (PCD) tool. The cutting parameters used
were cutting speed, feed and depth of cut. The effect of cutting parameters on surface
roughness was evaluated and the optimum cutting condition for minimizing the surface
roughness was determined. A second-order model was established between the cutting
parameters and surface roughness using response surface methodology. Basheer et al.
(2008) presented an experimental work on the analysis of machined surface quality
on Al/SiCp composites leading to an artificial neural network-based (ANN) model
to predict the surface roughness. Palanikumar et al. (2008) studied the influence of
cutting parameters on surface roughness parameters such as R,, R:, Ry, R, and R3,
in the turning of glass fiber reinforced composite materials. Empirical models were
developed to correlate the machining parameters with surface roughness.

Davim et al. (2009) provides the better understanding of the machinability of PA
66 polyamide with and without 30% glass fiber reinforcing, when precision turning at
different feed rates and using four distinct tool materials. The findings indicated that
the radial force component presented the highest values, followed by the cutting and
feed forces. The PCD tool gave the lowest force values associated with best surface
finish, followed by the ISO grade K15 uncoated carbide tool with a chip breaker when
machining reinforced polyamide. Continuous coiled micro-chips were produced, irre-
spectively of the cutting parameters and tool material employed. In another reporting,
Palanikumar and Davim (2009) assessed the factors influencing tool wear on the ma-
chining of GFRP composites and optimized the chosen factors to attain minimum tool
wear. The factors considered were cutting speed, fiber orientation angle, depth of cut
and feed rate. Sait et al. (2008) presented a new approach for optimizing the machining
parameters on turning glass-fiber reinforced plastic (GFRP) pipes. Optimization of
machining parameters was done by an analysis called desirability function analysis,
which was found to be a useful tool for optimizing multi-response problems. Based
on Taguchi’s L18 orthogonal array, turning experiments were conducted for filament
wound and hand layup GFRP pipes using a K20 grade cemented carbide cutting tool.
The machining parameters such as cutting velocity, feed rate and depth of cut were
optimized by multi-response considerations, namely surface roughness, flank wear,
crater wear and machining force. A composite desirability value was obtained for
the multi-responses using individual desirability values from the desirability function
analysis. Based on the composite desirability value, the optimum levels of parameters
were identified.

With the increasing use of fiber reinforced plastic (FRP) composites outside the
defense, space and aerospace industries, the machining of these materials is gradually
assuming a significant role. The current knowledge of machining FRP composites is in
a transition phase for its optimum economic utilization in various fields of applications.
Therefore, material properties and theoretical mechanics have become the predominant
research areas in this field. With increasing applications, economical techniques of
production are indeed very important to achieve fully automated large-scale manu-
facturing cycles. Although FRP composites are usually moulded, for obtaining close
fits and tolerances and also achieving near-net shape, a certain amount of machining
has to be carried out. Due to their anisotropy, and non-homogeneity, FRP composites
face considerable problems in machining like fiber pull-out, delamination, burning,
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etc. There is a remarkable difference between the machining of conventional metals
and their alloys and that of composite materials. Further, each composite differs in its
machining behavior since its physical and mechanical properties depend largely on
the type of fiber, the fiber content, the fiber orientation and variations in the matrix
material. A considerable amount of literature has been found readily available on
the machinability of (Glass Fiber Reinforced Plastic) GFRP composites; with a very
limited work on process optimization of FRP composites. It is felt that the optimization
of machining parameters for FRP composites is still an emerging area of research.

The literature highlights that extensive efforts have been rendered by previous
investigators on various aspects of composite machining. Machinability aspects on a
wide variety of FRP composites with different cutting tool materials have been mostly
investigated in various machining operations like: turning, drilling, milling etc. Effort
has been made to study the influence of controllable process parameters on various
aspects of machining performance like: tool wear, cutting forces, surface roughness,
delamination etc. Mathematical models have also been developed to understand the
functional relationship among process parameters with the aforesaid process responses.
The effects of process parameters on flank, crater wear, various cutting forces (cutting
force, feed force etc.) have been studied in detail. Roughness modeling has been
reported extensively and well documented in the literature; but mostly it is based on
centre line roughness average (R, ). But surface quality/ integrity consists of so many
statistical measures like: R,, Riu, Rsm, Rz1maz, Rsk (Sahoo, 2005) which need to be
investigated in detail for a better understanding of the machining process behavior
on composites. There exists scope for optimizing aforesaid multiple surface-roughness
features to achieve desired surface finish. Apart from tool life-tool wear, cutting force
and surface roughness; another aspect of machining operation is material removal
rate (MRR) which is indirectly related to productivity. There must be an optimal
compatible balance between quality and productivity.

Optimization aspects of composite machining have been highlighted in the liter-
ature, but to a limited extent. In most of the cases optimization has been done on
a single objective function. But in practice, it has been found that optimizing one
response may not be favorable for other response(s) on that particular optimal param-
eter setting. This invites a multi-objective optimization problem in order to optimize
multiple objective functions (may be contradicting in nature with respect to other)
simultaneously.

The literature highlights that the Taguchi method is very popular in prod-
uct/process optimization as it requires a well balanced experimental design (a limited
number of experiments) which saves experimental time as well as cost. Not only this,
Taguchi’s approach finds optimal at discrete levels of the process parameters; which can
easily be adjusted in the machine/setup. But this method fails to solve multi-objective
optimization problems. In order to overcome this, desirability function approach (Sait
et al., 2008), utility theory (Kumar et al., 2000; Walia et al., 2006), grey relation
theory (Datta et al., 2008), have been applied by previous investigators in combination
with the Taguchi method. The purpose is to aggregate multiple responses (objective
functions) into an equivalent quality index (single objective function) which can easily
be optimized using the Taguchi method.
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In this aggregation procedure, individual priority weights are required to be
assigned to different responses. In practice, these responses may not be equally impor-
tant. Degree of importance,/ priority of various responses depend on application area
and functional requirements of the product. Assignment of response priority weights
basically depends on the discretion of the decision maker. Change in value of the
priority weights yield change in the value of the aggregated quality index. In this
context the entropy measurement technique has been documented by (Datta et al.,
2009a) for the computation of response priority weights. The method not only brings
computational complexity but also seems unreliable in the narrow response domain.

Moreover, the aforesaid approaches are based on the assumption that responses
are uncorrelated. Interdependence of the responses has been assumed negligible; while
in practice any change in one response remarkably affects another response. Thus, the
assumption of negligible response correlation may create imprecision, uncertainty as
well as vagueness in the solution. To solve the inter-correlation problem, the Principal
Component Analysis (PCA) may be a useful statistical technique for examining the
relationships within a given data set of multiple-performance-characteristics. A new
set of uncorrelated data, called principal components (PCs) can be derived by PCA in
descending order of their ability to explain the variance of the original dataset. But,
when more than one individual PCs show considerable accountability proportion; the
aggregation of PCs is difficult (Datta et al., 2009b; Routara et al., 2010). To overcome
this the Weighted Principal Component Analysis (WPCA) has been proposed by (Liao,
2006). It is based on the assumption that the accountability proportion is to be treated
as individual response weights. It is, therefore, indeed required to develop such a
model which can efficiently avoid as well as overcome various drawbacks/ assumptions
of aforesaid optimization methodologies. In this context, a fuzzy expert system (Lu,
2007; Zadeh, 1976; Mendel, 1995; Cox, 1992; Yager, 1999) combined with the Taguchi
method has been proposed.

2. EXPERIMENTATION AND DATA COLLECTION

2.1. WORK MATERIAL

Glass Fiber Reinforced Polyester (GFRP) composite has been selected as work piece
material. The specifications of the work piece material are shown in Table 1.

Table 1. Specifications of work material

Resin used Polyester resin

Fiber orientation Random

Method of preparation The hand molding method
Composition 75 : 25 (Resin: Fiber)
Weight percentage of hardener 5%

Density 2 gm/cm?
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2.2. CUTTING TOOL USED

Carbide tools have been found to perform better than high speed steel. So, a single
point carbide tool has been used for this investigation.

2.3. DESIGN OF EXPERIMENT (DOE)

In the present study, spindle speed (N, rpm), feed rate (f, mm/min) and depth of
cut (d, mm), have been selected as design factors while other parameters have been
assumed to be constant over the experimental domain. The process variables (design
factors) with their values at different levels have been listed in Table 2. It is known that
the selection of the values of the variables is limited by the capacity of the machine
used in the experimentation as well as the recommended specifications for different
work piece and tool material combinations. Therefore, three levels have been selected
for each of the aforesaid three factors. In the present investigation, the Lg Orthogonal
Array (OA) design has been considered for experimentation (Tab. 3). The interaction
effect of process parameters have been assumed negligible.

Table 2. Process parameters and domain of experiment

Sl. No. | Process parameters | Notation | Unit Level 1 | Level 2 | Level 3
1 Cutting speed N RPM 360 530 860
2 Feed rate f mm/rev | 0.083 0.166 0.331
3 Depth of cut d mm 3.0 4.0 5.0

Table 3. Taguchi’s L9 orthogonal array design of experiment

Factorial combination (Coded form)

Sl. No. N T d
1 1 1 1
2 1 2 2
3 1 3 3
4 2 1 2
5 2 2 3
6 2 3 1
7 3 1 3
8 3 2 1
9 3 3 2

2.4. EQUIPMENT USED FOR EXPERIMENTATION
AND DATA COLLECTION

The machine used for turning is a PINACHO manually operated lathe. The surface
roughness parameters have been measured using the stylus-type profilometer, Taly-
surf (Taylor Hobson, Surtronic 3+). The measured roughness parameters: Ry, Ry, Ry,
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Ry, R, Rsy, along with the material removal rate (MRR) are shown in Table 4. The
definitions of various surface roughness features selected in the present study have
been given in Appendix 2.

Table 4. Response data (various surface roughness parameters and MRR)

Sl No. | Tt Ra Ry MRR Rew | T2 Rsm
(um) | (km) | (um) | (mm?®/min) (um) | (mm)
1 4.14 3.375 | 24.25 2747.52 2.99 18.6 0.10065
2 5.735 | 4.585 | 36.5 5615.76 3.995 | 25.75 | 0.133
3 4.015 | 3.19 25.6 12352.9 4.35 18.45 | 0.10205
4 3.43 2.685 | 21.45 4421.05 4.93 16.05 | 0.194
5 4.58 3.56 28.1 10869.6 5.33 20.55 | 0.09605
6 4.65 3.785 | 28.95 15245.9 3.565 | 20.75 | 0.1255
7 5.595 | 4.55 35.4 6896.55 3.49 25.45 | 0.1145
8 5.615 | 4.54 39.45 11797.8 5.215 | 24.85 | 0.1145
9 3.18 2.515 | 19.4 26511.6 4.835 | 14.05 | 0.114

3. FUZZY INFERENCE SYSTEM (FIS)

Fuzzy logic is a mathematical theory of inexact reasoning, which allows for the human
reasoning process to be modeled in linguistic terms (Lu, 2007; Zadeh, 1976; Mendel,
1995; Cox, 1992; Yager, 1999). It is highly suitable for defining the relationship between
system input and desired outputs. Fuzzy controllers and fuzzy reasoning have found
particular applications in very complex industrial systems which cannot be modeled
precisely even under a variety of assumptions and approximations. A fuzzy system
is mainly composed of a fuzzifier, an inference engine, a database, a rule base and a
defuzzifier. In the study, the fuzzifier first uses membership functions to convert the
crisp input into fuzzy sets, and then the inference engine performs a fuzzy reasoning
on fuzzy rules to generate fuzzy values. Then, the defuzzifier converts these values into
crisp outputs. Fuzzy values are determined by the membership functions, which define
the degree of membership of an object in a fuzzy set. However, so far there has been
no standard method of choosing the proper shape of the membership functions for the
fuzzy set of control variables. Trial and error methods are usually employed. On the
basis of fuzzy rules, the Mamdani implication method is employed in this study for
fuzzy inference reasoning. To obtain a rule:

R;: if x1is Aj1, 2018 Aje, and x4 is A;pr

1
y; is Cy M)

Here M is the total number of fuzzy rules. z;(j = 1,2,...,s) are the input
variables, y; are the output variables and A;; and C; are fuzzy sets modeled by the
membership functions p4,; and pc,, respectively. Based on the Mamdani implication
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method of inference reasoning for a set of disjunctive rules, the aggregated output for
the M rules is (Zadeh, 1976):

pei(y;) = max {min [ a1 (21), pae(z2), . .., pais(zs)]}, i=12...,.M (2

Using a defuzzification method, fuzzy values can be combined into one single crisp
output value. The centre of gravity, one of the most popular methods for defuzzifying
fuzzy output functions, is employed in this study. The formula to find the centroid of
the combined outputs is given by:

/ tei(yi)dy

4. THE TAGUCHI METHOD

Dr. Genichi Taguchi in 1940s developed a new concept to optimize product/process
for engineering experimentation. The concepts are:

— Quality should be designed into the product and not inspected into it.

— Quality is best achieved by minimizing the deviation from the target. It is immune
to uncontrollable environmental factors.

— The cost of quality should be measured as a function of the deviation from the
standard and the losses should be measured system- wide.

— It combines the experiment design theory and quadratic quality loss functions
have been applied to the robust design of products and process. The Taguchi
method uses a special design of orthogonal arrays to study the entire parameter
space with a small number of experiments.

The change in quality characteristics of a product response to a factor introduced
in the experimental design is the signal of the desired effect. The effect of the external
factors of the outcome of the quality characteristic under test is termed as noise.
To use the loss function as a figure of merit an appropriate loss function with its
constant value must first be established which is not always cost effective and easy. The
experiment results are then transformed into a Signal-to-Noise (S/N) ratio. Taguchi
recommends the use of S/N ratio to measure the quality characteristics deviating from
the desired value. The S/N ratio for each level of process parameters is computed based
on the S/N analysis and converted into a single metric. The aim in any experiment
is to determine the highest possible S/N ratio for the result irrespective of the type
of the quality characteristics. A high value of S/N implies that signal is much higher
than the random effect of noise factors. In the Taguchi method of optimization, the
S/N ratio is used as the quality characteristic of choice.

The different S/N ratio characteristics are given as:

1) Nominal-the-Best (NB)/Target-the-Best (TB),
2) Lower-the-Better (LB),
3) Higher-the-Better (HB).
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4.1. NOMINAL-THE-BEST (NB)/ TARGET-THE-BEST (TB)

In this approach, the closer to the target value, the better. It does not matter whether
the deviation is above or below the target value. Under this approach the deviation is
quadratic. The formula for these characteristics is:

S Yy
N Oogsg )

The graph (Fig. 1) portrays nominal the best characteristics.

Guality Lozz Curve

N

Lawer Target Value Upper
S_pe_mﬂcanun Specification
Limit Lirnit

Fig. 1. Nominal-the-Best

4.2. LOWER-THE-BETTER (LB)

The smaller the better approach held when a company desires smaller values. As the
value gets larger, the loss incurred grows. The formula for these characteristics is:

S 1 9
N:—lOlogEZy (5)
The graph (Fig. 2) portrays Lower-the-Better characteristics.

Quality Loss

Luality Characterizsitic

Fig. 2. Lower-the-Better
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4.3. HIGHER-THE-BETTER (HB)

Larger is better occurs when a company desires higher values of a characteristic. Two
examples given are employee participation and the customer acceptance rate. Under
this approach, the larger is the characteristic; the smaller is the quality loss function.
The formula for these characteristics is:

s 1 1
~ ="l > 7 (6)

Here,
y — average of observed values,
Sj — variance of y,
N — number of observations,
y — observed data.

The graph (Fig. 3) portrays larger the better characteristics.

Quality Loss

Quality Characteriztic

Fig. 3. Higher-the-Better

5. DATA ANALYSIS: EVALUATION OF OPTIMAL PARAMETER SETTING

Experimental data (corresponding to Table 4) have been normalized first. For all surface
roughness parameters, a Lower-the-Better (LB) criterion and for MRR, a Higher-the-
Better (HB) criterion has been selected. Normalized data has been furnished in Table
5.

The following equations have been explored for data normalization. The normalized
data corresponding to Lower-the- Better (LB) criterion can be expressed as:

~ maxy(k) —yi(k)
milk) = max y; (k) — min y; (k) @

For Higher-the-Better (HB) criterion, the normalized data can be expressed as:

yi(k) — miny; (k) ()

x;(k) = max y; (k) — min y; (k)
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Here, z;(k) is the value of the response k for the i-th experiment, miny;(k) is the
smallest value of y;(k) for the kth response, and max y; (k) is the largest value of y;(k)
for the k-th response. These normalized data corresponding to individual responses
(multiple surface roughness features and MRR) have been treated as inputs to the
fuzzy inference system (Fig. 4).

| el e
|
| |----“""'---- tipper
| |_______.---'_: (mamdani}
_—
- e
L
| y"'f 4

Fig. 4. Proposed fuzzy inference system (FIS)

The output of the fuzzy inference system has been defined as MPCI (Tab. 5).
This Multi-Performance Characteristic Index (MPCI) has been finally optimized by
using the Taguchi methodology. Higher-the-Better (HB) criterion has been used for
optimizing (maximizing) the MPCI (Equation 9).

1o~ 1
%(Higher—The—Better) = —10log [n Z: yZ] 9)
i=1 v

y; represents the measured response data in the experiment and is the total number
of trials. In calculating MPCI in the FIS system, various membership functions (MFs)
(Fig. 5-11) have been assigned to the seven input variables: The selected membership
functions for input variables are given below.

R,: "Very High” and "High”

R,: "Medium”, "High” and ” Very High”
R;: "Medium” and ”High”

MRR: "High”, "Medium” and ”Low”
Ry: "High” and ”Medium”

R.: "High” and ”Low”

Rg,: "High” and ”Low”
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Three membership functions have been selected for MPCI: ”Medium”, ”High”,
and ”Very High” (Fig. 12). 100 fuzzy rules have been explored for fuzzy reasoning

(Fig. 13).
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Fig. 13. Fuzzy reasoning rule base

Fuzzy based rule matrix has been shown in Appendix 1 (Sivarao et al., 2009; Ali and
Zhang, 1999). Fuzzy logic converts linguistic inputs into linguistic output. Linguistic
output is again converted to numeric values (MPCI) by defuzzification method. Numeric
values of MPCIs have been tabulated in Table 5 with the corresponding S/N ratio.
S/N ratios of MPCIs have been calculated using Higher-the-Better (HB) criterion.
Figure 14 represents an optimal parametric combination (N1 {1 d1) where all factors
are at level 1 (Tab. 1).
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Optimal result has been validated by satisfactory confirmatory test. The predicted
value of S/N ratio of MPCI becomes —4.53347 (highest among all entries in Table 5).
In the confirmatory experiment the value came —3.3367. So, quality has improved
using the said optimal setting. Table 6 represents the mean values of the S/N ratio of
MPCIs. The degree of influence of various factors on MPCI can be estimated from
this table. It shows that feed rate is the most significant factor influencing MPCIs
following by spindle speed and depth of cut.

Table 6. Mean value (S/N ratio of MPCI) table

Level N f d
1 —7.053 | —6.830 | —7.226
2 -8.667 | —8.717 | —8.921
3 -9.144 | —9.317 | -8.717
Delta 2.091 | 2.487 | 1.695
Rank 2 1 3

Delta = (Max. — Min.)

6. CONCLUSIONS AND RECOMMENDATIONS

In this study, the fuzzy rule based model has been developed using seven input
variables with single output i.e. MPCI. By this way a multi-response optimization
problem has been converted to an equivalent single objective optimization problem
which has been further solved by the Taguchi philosophy. The proposed procedure is
simple, effective in developing a robust, versatile and flexible mass production process.
In the proposed model it is not required to assign individual response weights; no
need to check for response correlation. FIS can efficiently take care of these aspects
into its internal hierarchy thereby overcoming various limitations/assumptions of
existing optimization approaches. The degree of influence of various process control
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factors can be investigated easily. Accuracy in prediction of the model analysis can be
subsequently increased by assigning adequate fuzzy rules as well as by increasing the
number of membership functions in the fuzzy inference system. This approach can
be recommended for continuous quality improvement and off-line quality control of

a process/product in any manufacturing/ production environment.

APPENDIX 1: Fuzzy rules

Sl No If And And And And And And Then
[ (By) | (Ba) | (Ry) (MRR) (Rru) (R) | (Bsm) | (MPCI)
1 High High High Medium
2 High Medium High High Medium
3 Low High High
4 < High High High Medium
5 an Medium . High High Medium
- Medium . -
6 -~ Low High Medium
7 ~ High Low High High
8 ﬁo Low ' H%gh HTgh Me(.ilum
9 o Medium High High High
10 EE; Low High High
11 > . High Low Low Medium
w High - A
12 H@ Medium Low Low Medium
& - -
13 = Medium ngh Low Low Med%um
14 B Medium Low Low Medium
15 E High H?gh Low Me(.iium
16 < P High Low High
17 o & Low HTgh Low Me(.hum
18 2 . High Low High
5] Medium
19 > Low Low Medium
20 i Low Low High
21 ~ < High Low Low Medium
22 ) Medium . High Low Medium
” Medium -
23 - Low Low Medium
24 = 3 Low Medium Low Low Medium
25 é” High High High High V. High
26 @ g High High High V. High
27 S 3 Medium . High High V. High
x o} Medium . .
28 = Low High V. High
29 B High Low High Medium
30 [ Low Medium High HTgh V. ngh
31 Low High Medium
32 g Low Low Medium
2 o High :
33 g éﬁ g Low Low High
34 = ” High High Low V. High
35 A & Medium Low Low Medium
36 & Low Low High
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cont.

Sl No If And And And And And And Then
| (Rg) | (Ra) | (Ry) (MRR) (Rku) (R:) | (Bsm) | (MPCI)
37 High Low Low Medium

Med; - -
38 edium Medium High Low Medium
39 Low Low Medium
40 Low Medium Low Low High
41 Low Low Medium
42 g . High High High Medium
43 g High High High V. High
44 = High High Medium
45 R Medium High High V. High
High - .
46 Low High Medium
47 § High High High V. High
48 g Medium [~ High H?gh V. H?gh
49 " Low High V. High
50 & High Low High Medium
51 Low Medium High High V. High
52 Low High Medium
53 High High Low Medium
54 High . High Low Medium
Medium
55 Low Low Medium
56 5 High High Low Medium
57 s . High Low Medium
” Medium . -
58 - Medium Low Low V. High
59 < < Low Low Medium
60 s High Low Low Medium
61 A ggo Low . High Low Medium
> = Medium -
62 = o Low Low Medium
63 § High Low High Medium
64 @ . High High V. High
High . -
65 lf Medium Low Low Medium
66 Low High Medium
67 g High Low High Medium
) p : p
68 20 Medium ‘ High High V. H.1gh
69 - Medium Low Low Medium
70 5 Low High Medium
71 High High High V. High
72 Low . High High V. High
Medium
73 Low High V. high
74 High Low High V. High
75 @ ;E:D Medium Medium High High V. High
76 o us Low High V. High
77 Z; & High High High V. High
78 ~ ~ Low . High High V. High
Medium
79 Low High V. High
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cont.

Sl No If And And And And And And Then
| (Re) | (Ra) (Re) (MRR) (Rkw) (R:) | (Rsm) | (MPCI)
80 = Medium Medium Low Low V. High
81 LB High Low Low Medium
82 <8 Low , High | Low | V. High

= Medium :
83 Low Low Medium
84 High Low High V. High
85 S = High i High High V. High
g &0 Medium - -
86 20 T Low High V. High
87 " A High Low High | V. High
88 < & Medium | . | High | High | V.High
89 Low High V. High
90 5 High High High V. High
91 = High High V. High
” Low . - -
92 = Medium Low High V. High
93 - g ~ Low High Medium
=
94 éo 3 High Medium Low Low Medium
(]
95 0 = £ Medium Medium | Low Low V. High
o 2 B2 -
96 Qé'* . g High Low Low V. High
97 ~ = Low Low Medium
98 R Low High Low V. High
99 ~ Medium Low Low V. High
100 Low Low Medium

APPENDIX 2: Definitions of various surface roughness parameters

R, (arithmetic average height)

Roughness average R, is the arithmetic average of the absolute values of the roughness
profile ordinates. R, is the arithmetic mean roughness value from the amounts of all
profile values:

1 l
Ro=7 [ 12X
l 0

m

" A |

WAy A
LIF “-,“JJ}’ W HW 'n,lf v t-,IUM'f U X
£

o)
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R, (root mean square roughness)

Root mean square (RMS) roughness R, is the root mean square average of the
roughness profile ordinates. R, is more sensitive to peaks and valleys than R,, because
the amplitudes are squared.

l.";_; —_— . 4

hean Line

R. (Average Maximum Height of the Profile)

It is the mean of the distance between the highest and lowest points of five successive
sample lengths of the roughness profile. It is more sensitive than R, to changes in
surface finish, as maximum profile heights and not averages are being examined. The
mean roughness depth R, is the mean of five roughness depths of five successive sample
lengths 1 of the surface roughness. Z is the sum of the height of the highest peaks
and the lowest valley depth within a sampling length. R, is more sensitive than R,
to changes in surface finish as maximum profile heights and not averages are being
examined:

1
Rz - g (Rzl + Rz2 + Rz3 + Rz4 + Rz5)

Rz1 Rzz Rza Rz4

A S N

%%Mfﬁ., T

- T

zh

e

-~ =50,

R; (Maximum Height of Profile)

The maximum height of the profile is the distance between the maximum peak height
and the maximum valley depth from the mean line in each sampling length. R, is the
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mean value of the maximum peak-to-valley heights in the evaluation length. R; is the

distance between the highest peak and the deepest valley of the profile of the total
evaluation length.

Rt Rz Rz1 Rz2 Rz3 Rz4 Rz5

Rsm (Mean width of profile elements)

It is the arithmetic mean value of the widths of the profile elements of the roughness

profile, where a profile element is a peak and valley in the roughness profile. The units
of R, are micrometers or micro inches:

1 n

Rsm 1 Rsm 2

A A

AV

Wlean Line

Ry (Kurtosis of the roughness profile)

It is the quotient of the mean quadratic value of the ordinate value Z(z)he fourth
power of the P, R4, or W, respectively, within a sampling length. It is a measure of
sharpness of the probability density function of the ordinate value:

1 <
R 4
"~ NR} 27
j=1
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