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Abstract Text recognition from images is a complex task in computer vision. Tradi-

tional text recognition methods typically rely on Optical Character Recognition

(OCR); however, their limitations in image processing can lead to unreliable re-

sults. However, recent advancements in deep-learning models have provided an

effective alternative for recognizing and classifying text in images. This study

proposes a deep-learning-based text recognition system for natural scene images

that incorporates character/word modeling, a two-step procedure involving the

recognition of characters and words. In the first step, Convolutional Neural

Networks (CNN) are used to differentiate individual characters from image

frames. In the second step, the Viterbi search algorithm employs lexicon-based

word recognition to determine the optimal sequence of recognized characters,

thereby enabling accurate word identification in natural scene images. The sys-

tem is tested using the ICDAR 2003 and ICDAR 2013 datasets from the Kaggle

repository, and achieved accuracies of 78.5% and 80.5%, respectively.
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1. Introduction

Text recognition in natural scene images is a critical task in the fields of computer vi-

sion and machine learning, which aims to build computer software that automatically

extracts text from natural scene images. This technology has widespread applica-

tions in areas such as automated identification of traffic signals, license plates, and

autonomous robot navigation [11, 23]. While numerous studies have focused on text

recognition, most have focused on documents or digital paper-based materials, ne-

glecting the complexities of extracting text from natural scene images. The intricate

nature of this task arises from the diverse layouts and styles of characters, encom-

passing factors such as font, shape, size, color, and position while contending with

challenges such as noise, blur, occlusions, and non-uniform lighting [26]. Earlier stud-

ies have used, OCR engines, such as ABBYY and TESSERACT, for text recognition,

but their efficacy in scene image processing has been limited.

The main aim of this study is to recognize text present in printed images [13,20].

Many researchers have acknowledged the effectiveness of deep learning architectures

for text recognition tasks [2, 7, 16]. These architectures contain multiple layers for

various purposes including input representation, feature extraction, and classifica-

tion. Among these, convolutional neural networks (CNN) have attracted significant

attention for computer vision applications [5, 11, 18, 26]. The CNN architecture has

several layers, including input, middle, and output layers. The input layer processes

the inputs, whereas the middle layers with convolution and pooling features extract

relevant information. Finally, an output layer with one or more fully connected layers

performs the final classification [9].

This study conducted a comprehensive comparative analysis of text recognition

methods that employ various deep learning architectures. To evaluate the effectiveness

of the proposed system, two widely used public datasets are employed: the ICDAR

2003 and ICDAR 2013 datasets. The ICDAR 2013 dataset consisted of 229 training

images and 233 testing images, each annotated at the word level. This dataset includes

a diverse range of character and word graphics captured in natural settings and is

suitable for various applications such as banners, displays, navigation panels, clothing,

and house numbers. The selection of the sample images from the ICDAR 2013 dataset

is shown in Figure 1.

The datasets selected for this task are characterized by a diverse range of images

that showcase various sizes, scales, orientations, font types, and styles. These images

are rich in characters and are carefully chosen to provide a comprehensive represen-

tation of subject matter. The proposed framework can be effectively evaluated in

diverse authentic scenarios by incorporating various sample types, thereby enhancing

its adaptability and credibility in recognizing text from natural scene images.

The main aim of this study is to achieve three objectives. The initial objective

is to identify individual characters present in natural scene images using a CNN. The

second objective involves recognizing the sequential order of text present in natural

scene images, which is determined using a Viterbi search to determine the optimal
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character sequence. The final objective is to conduct extensive experiments on two

complex scene text recognitions using benchmark datasets to demonstrate the perfor-

mance of the proposed system.

Figure 1. Natural scene images taken from the ICDAR 2013 dataset

The problem addressed by the proposed system is scene text recognition, which

involves recognition of text in natural scene images captured by cameras or other

devices. This is a challenging task because of various factors such as varying lighting

conditions, complex backgrounds, and different fonts and languages [5, 9, 25]. Tradi-

tional methods for text recognition rely on handcrafted features and complex mod-

elling, which are time consuming and may not be able to handle variability in real-

world scenes. Therefore, there is a need for an automated system that can accurately

recognize text in scene images, even in challenging scenarios.

The remainder of this paper is organized as follows. Section 2 presents prior

research efforts and contextualizes the advanced scene-text recognition techniques.

Section 3 details the design and implementation of the proposed system, delving into

its architecture, algorithms, and key functionalities, while also demonstrating the pro-

cess of creating a blueprint for scene-text recognition using character/word modeling.

Section 4 evaluates and discusses the experimental results and findings of the pro-

posed system by assessing both the character and word recognition modules. Finally,

Section 5 concludes the implementation of character/word modeling as a means of

text recognition in natural images.

2. Related works

This section provides an overview of the most advanced methods for scene-text recog-

nition. The two common processes in text recognition are character-based and word-

based processes. Character-based recognition depends on the detection and recogni-

tion of each character to identify an entire word when the characters are combined.

Character segmentation and recognition are the bases of traditional character-based
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recognition systems [18]. Several studies have employed a sliding window strategy that

incorporates various scales for character segmentation and recognition. The recogni-

tion of scene text is challenging due to the intricacy of the task and the impact that

segmentation, an essential component, has on the overall recognition system. The ab-

sence of segmentation in other character-based techniques for scene-text recognition

highlights the difficulties of this process.

Recent methods, such as connectionist temporal classification, create character

predictions followed by a post-processing stage [11]. Post-processing techniques that

incorporate linguistic knowledge can be employed to enhance the accuracy of scene-

text recognition. For example, Thillou et al. (2005) utilized n-gram scores to restrict

an inference algorithm’s prediction of a correct word [5]. Shi et al. (2016) proposed

a deep architecture that integrates a convolutional neural network (CNN) with a re-

current neural network (RNN) to identify scene texts in images. Convolutional layers,

which collect characteristics from the input picture, and recurrent layers, which pre-

dict a label, make up this design distribution for each frame, and a transcription

layer based on connectionist temporal classification converts the frame predictions

into a label sequence [19].

The main objective of a word-based recognition system is to obtain features from

a complete word picture, without implementing character segmentation. The sec-

ond objective is to integrate or pool these features into a predetermined architecture

to conduct word classification and subsequently recognition [6]. Chen et al. (2020)

developed an adaptive embedding gate for attention-based scene-text recognition to

detect text based on neurocomputing. Fisher vectors are combined with pyrami-

dal histograms of characters [1]. To develop a word-based recognition system, these

vectors are combined with densely extracted low-level descriptors and spatial pyra-

mids [10, 25]. Word recognition was achieved using the maximum posterior estimate

obtained from a finite-state-weighted transducer. To address scene-text recognition,

a 90k-class-based CNN was designed, where each class corresponds to a word in the

lexicon [6].

In general, there are two basic strategies for using image-specific lexicons. A dic-

tionary or lexicon of terms is included to enhance the effectiveness of the word-based

recognition system. This list of candidate words allows the system to fix some of

its error [4]. To ensure accuracy, it is recommended to use a powerful algorithm

that searches for the dictionary term closest to the anticipated word. This approach

is particularly important for word-based recognition, because it simultaneously cap-

tures both low-level features and high-level linguistic priors. A character recognition

module can also be implemented in conjunction with a word recognition module to

improve the results.

3. System design

This system design demonstrates the process of creating a blueprint for the develop-

ment of scene-text recognition using character/word modelling. In this study, a deep
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learning-based system is developed to recognize text embedded in natural-scene im-

ages. Figure 2 shows the proposed framework, which consists of three modules: image

preprocessing, character recognition, and word recognition. In the first module, the

input image is preprocessed to enhance the text recognition. In the second module,

characters with different variations are recognized from the images using a popular

CNN-based architecture. Finally, in the third module, Viterbi search algorithms are

used to determine the best character sequence, which guides the system in determining

the exact word in the image.

Figure 2. Overall system architecture

3.1. Image preprocessing module

The system accepts an image with text as input. The input image is preprocessed to

enhance the quality and facilitate the extraction of text regions. Preprocessing refers

to activities that involve pictures at the most fundamental level of abstraction. The

input and output of the system are intensity images that are essentially identical to

the original sensor data. Intensity images are typically depicted as matrices of image

function values or brightness levels. The aim of preprocessing is to improve the picture

data by removing unwanted distortions or enhancing the useful visual characteristics

for further processing. Figure 3 shows the steps involved in image preprocessing,

where the inputs are natural-scene images.

Figure 3. Image pre-processing

The steps involved are background removal, normalization, and image resizing.

The image background removal step eliminates or alters the background from natural
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scene images. Image normalization involves scaling the pixel values of an image to

a fixed range or the mean and standard deviation, which can help mitigate the effects

of lighting variations and other distortions. In the image-resizing step, each image is

resized to a fixed height and width using a downsampling operation. This is because

images captured from real-world scenes have character images of various scales, sizes,

locations, and orientations. Therefore, to recognize characters in these images, it is

mandatory to resize the image to a fixed height and width.

3.2. Character recognition module

In this module, the resized image is used as an input for character recognition. The

image is divided into individual frames, which are then processed to identify the char-

acter region. The frames are separated from the resized image, and each frame is

processed to localize the character region. To extract the important frame features,

they must be processed using a cascaded CNN architecture. The CNN architecture

consists of four stages of convolutional and subsampling layers used for feature extrac-

tion, whereas a fully connected layer is used for classification. The CNN architecture

combines convolutional and subsampling layers to extract characteristics and predict

class labels from input frames, motivated by the visual cortex structure. The fil-

ters detect specific characteristics in the input frame, thereby producing activation

maps that are passed to the next layer in the CNN architecture [12]. Ultimately, the

CNN outputs two crucial elements: the class label corresponding to the input frame

and a score matrix representing the probabilities of the characters in each frame

(p(char—I)). With characters falling into 62 possibilities (including 26 lowercase let-

ters, 26 uppercase letters, and 10 numbers), it is important to note that a frame may

encompass either the entire character or only part of it. Additionally, a character

may span one or more frames at times. To address this challenge, a non-maximum-

suppression method is applied. This method determines the frame containing the

complete character based on the score value, thereby allowing the removal of redun-

dant frames from classification inputs. The character-recognition process is illustrated

in Figure 4.

Figure 4. Character recognition
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The score matrix depicted in Figure 5 represents the probabilities of the letters

in the input image, which contains the word ”NEW.” The Viterbi search algorithm,

a topic covered in the following module, selects letters with highlighted probabilities

as the optimal sequence of characters to determine a word.

Figure 5. Score matrix for the word NEW

3.3. Word recognition module

In this module, a lexicon-based word recognition method is proposed to identify

word W from an input image based on character sequence S generated from the

character recognition module. The objective is to determine the sequence of charac-

ters with the highest probability. The character recognition module provides a set

of N probabilities corresponding to the character class labels for each examined frame

(N corresponds to the total number of character classes). The Viterbi search algo-

rithm is used to determine the probability of an optimal sequence of characters. This

algorithm is implemented to convert predicted probabilities into words. When con-

fronted with the challenge of a sequence of M overlapping frames, it is essential to

determine the most likely path for the optimal character sequence. The Viterbi search

algorithm is effective in handling such scenarios using a score matrix to identify the

character sequence with the highest score, ultimately declaring it as a recognized

word [3, 24].

Figure 6 depicts the comprehensive process of the word recognition system, show-

ing the recognized text within a boundary box. This box may overlap with the original

image used for testing. To ensure clarity, the recognized word is transformed into text

format and displayed separately.

Figure 7 provides a sample output of the text recognition process, offering a tan-

gible representation of the system’s capability to identify and display recognized words

accurately.
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Figure 6. Word recognition

Figure 7. Output for word recognition

4. Results and discussion

This section discusses the experimental results and findings of the proposed system,

by evaluating both the character and word recognition modules using the ICDAR 2003

and ICDAR 2013 datasets. The experiments are conducted on a computer with an

Intel Core i7-7500U processor (2.9 GHz) and 8 GB RAM implemented using a Jupyter

Source Notebook in Python. The performance assessment unfolds in two stages: char-

acter recognition, where various deep learning architectures, such as CNN, ANN, and

RNN, are explored and compared, and word recognition, where the accuracy of the

system is evaluated based on precision. The accuracy metric measures the ratio of

correctly recognized characters or words to the total number of characters or words

based on the ground truth.

Figure 8 illustrates the correct recognitions for each alphabetical character (A–Z,

a–z) and number (0–9).
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Figure 8. No. of times correctly recognised characters

The experimental results in Table 3 and Figure 11 highlight the superior per-

formance of the proposed CNN-based text recognition method, which achieves the

highest accuracy of 80.5% on the ICDAR 2003 dataset and 78.5% on the ICDAR

2013 dataset. Furthermore, the system performance is assessed by varying the width

and height of the resized images, as listed in Tables 1 and 2.

Table 1
Word recognition accuracy in ICDAR 2003 different heights and widths

Height Width Accuracy

80 80 79.8%

90 90 80.7%

100 100 81.5%

150 150 77.2%

200 200 76.3%

300 200 71.5%

Table 2
Word recognition accuracy in ICDAR 2013 with different heights and widths

Height Width Accuracy

80 80 78%

90 90 78.8%

100 100 79.8%

150 150 75.6%

200 200 74.5%

300 300 72.3%
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Table 3
Accuracy for test data using CNN

Datasets Accuracies

ICDAR 2003 80.5

ICDAR 2013 78.5

Notably, the width and height of (100, 100) demonstrates optimal accuracy,

achieving 81.5% for the ICDAR 2003 dataset and 79.8% for the ICDAR 2013 dataset.

Figure 9 and 10 show the word recognition accuracy for different heights and widths,

revealing that the resized image of (100, 100) outperforms other sizes.

Figure 9. Word recognition accuracy in ICDAR 2003 with different heights and widths

Figure 10. Word recognition accuracy in ICDAR 2013 with different heights and widths
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Figure 11. Accuracy for test data using CNN

The robustness of the system is tested against various image qualities, such as

clear, blurred, and low-quality images, as shown in Table 4 and Figure 12.

Table 4
Precision value for different categories of Image data

Image Category ICDAR 2003 ICDAR 2013

Low Quality Images 20% 15%

Blurred Images 65% 70%

Cleared Images 97% 98%

Figure 12. Precision value for different categories of image data

The system exhibited superior performance for clearer images. Comparisons

between three different deep learning architectures CNN (Proposed Method), RNN,

and ANN revealed that CNN outperformed the others. This is evident in Table 5

and Figure 13, where CNN achieved the highest accuracy in character recognition.

Similarly, in word recognition, as shown in Figure 14 and Table 5, CNN outperformed

the other architectures. In summary, the proposed system, primarily utilizing a CNN,
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demonstrated remarkable accuracy in recognizing characters and words, showcasing

resilience against varying image qualities, and confirming its efficacy in real-world

scenarios.
Table 5

Word recognition accuracy

Datasets CNN RNN ANN

ICDAR 2003 80.5 78.9 70

ICDAR 2013 78.5 70.8 58.75

Figure 13. No. of correct character recognition using

three different deep learning architectures

Figure 14. Word recognition accuracy
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The result of the statistical test, as indicated by the obtained p-value of 0.235,

demonstrated the level of significance associated with the contrast in accuracy between

the two datasets under consideration. If the p-value is less than the predetermined

significance level (e.g., 0.05), it can be reasonably inferred that there is a statistically

significant difference in the performances of the two datasets. Statistical tests com-

paring the accuracies achieved using the ICDAR 2003 and ICDAR 2013 datasets are

presented in Table 6.

Table 6
Statistical tests accuracy comparison using

ICDAR 2003 and ICDAR 2013 datasets

S. No. Dataset Accuracy (%) p-value

1 ICDAR 2003 80.5
0.235

2 ICDAR 2013 78.5

The proposed system for scene text recognition demonstrated impressive accu-

racy and computational efficiency with notable speed, which makes it a strong can-

didate for practical applications. To provide a basis for comparison, the runtime of

the system is assessed against those of state-of-the-art systems. The entire pipeline

is implemented on an Intel Core i7 2.9 GHZ machine, yielding a runtime of approx-

imately 0.30 seconds per image with GPU and 0.70 seconds per image with CPU.

These results are competitive with other existing systems, such as the one reported

in [4], which achieved an average runtime of 0.92 seconds per sample using a Core i5

2.80 GHZ processor. Another system, developed by Novikova et al. [17], had a speed

of 0.85 seconds per image. In a separate study, [14] reported a runtime of approxi-

mately 0.25 seconds per image with GPU and 0.83 seconds per image with CPU only

on a computer with an Intel Xeon E5 2.6 GHZ x 2 processor. The proposed word

recognition system is compared with existing state-of-the-art techniques, as shown

in Table 7.

Table 7
Comparison between proposed word recognition system with existing state of art systems

Sr. No. Methods
ICDAR 2003

dataset accuracy (%)

ICDAR 2013

dataset accuracy (%)

1. Wang et al. [22] 62.00 70.00

2. Elagouni et al. [8] 66.19 –

3. Novikova et al. [17] – 72.40

4. Wang et al. [21] 80.56 –

5. Xinhao et al. [15] 78.20 –

6. Bhunia et al. [4] 78.44 82.31

7. Harizi et al. [10] 81.70 79.40

8. Proposed System 80.50 78.50
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5. Conclusion

This study implemented character/word modelling to recognize texts in natural im-

ages. This two-step process demonstrates significant advancements in scene-text

recognition. In the first step, the CNN model is used for character recognition,

and the Viterbi search algorithm is used for word recognition in the second step.

The developed model is tested using ICDAR 2003 and ICDAR 2013 datasets. The

results demonstrated the effectiveness of the cascaded CNN architecture for recogniz-

ing characters and words in various scenarios. Moreover, the developed model adapts

to different image qualities, such as clear, blurred, and low-quality images, thereby

highlighting its robustness in real-world applications. The results obtained from the

comparative analysis show that existing deep learning techniques, such as RNN, ANN,

and CNN, achieve the highest accuracy for character recognition. The developed

model not only surpasses traditional optical character recognition (OCR) techniques

but also shows promising results in challenging scenarios, making it suitable for appli-

cations such as document digitization, number plate recognition, image-based search

engines, and augmented reality.

By exploring diverse convolutional neural network (CNN) architectures, including

transformer-based models and innovative convolutional layers, it may be possible

to enhance the performance in character and word recognition through improved

feature extraction and context comprehension. This can be achieved by incorporating

attention mechanisms and advanced techniques.
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