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Abstract Many real-world problems are dynamic optimization problems that are un-
known beforehand. In practice, unpredictable events such as the arrival of new
jobs, due date changes, and reservation cancellations, changes in parameters
or constraints make the search environment dynamic. Many algorithms are
designed to deal with stationary optimization problems, but these algorithms
do not face dynamic optimization problems or manage them correctly. Al-
though some optimization algorithms are proposed to deal with the changes
in dynamic environments differently, there are still areas of improvement in
existing algorithms due to limitations or drawbacks, especially in terms of lo-
cating and following the previously identified optima. With this in mind, we
studied a variant of SSA known as QSSO, which integrates the principles of
quantum computing. An attempt is made to improve the overall performance
of standard SSA to deal with the dynamic environment effectively by locating
and tracking the global optima for DOPs. This work is an extension of the
proposed new algorithm QSSO, known as the Quantum-inspired Chaotic Salp
Swarm Optimization (QCSSO) Algorithm, which details the various approaches
considered while solving DOPs. A chaotic operator is employed with quantum
computing to respond to change and guarantee to increase individual searcha-
bility by improving population diversity and the speed at which the algorithm
converges. We experimented by evaluating QCSSO on a well-known general-
ized dynamic benchmark problem (GDBG) provided for CEC 2009, followed
by a comparative numerical study with well-regarded algorithms. As promised,
the introduced QCSSO is discovered as the rival algorithm for DOPs.
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Nomenclature

wt – value of the chaotic map at the t-iteration
zn – part of a generic superposition for n-qubits
Xi – position of ith Salp
xij – position of ith Salp in jth dimension
Aj – local attractor for the convergence speed in the search space jth dimension
Bl – known as contraction-expansion coefficient in lth generation
ud – chaotic operator equation in dth dimension
Fn – nth benchmark function
Tn – nth change type

1. Introduction, motivation

Meta-heuristic methods are popular for solving complex optimization problems, an
intelligent approach in which an iterative process enhances the obtained solution un-
til a concluding state is achieved. Most meta-heuristic methods are designed and
implemented to work on static optimization problems, where the search space and
the problem environment remain unchanged. The algorithm strived to achieve global
optima during optimization [24]. But, most real-world optimization problems nowa-
days are dynamic and stochastic optimization problems, where the problem of domain
space changes throughout the optimization process, and the obtained solution is not
more relevant after environment changes. For example, the gantry crane scheduling
task is a problem that is generally determined as a stationary optimization. But,
entering another job throughout the planning process or the failure of a gantry crane,
the search area environment changes from static to dynamic. The previously ob-
tained solution may no longer apply to the new problem space. This kind of problem
is known as a dynamic optimization problem in works of literature [3, 22].

The discovery of global optimization is the primary objective while solving sta-
tionary optimization problems, but finding only global optimal is insufficient for dy-
namic optimization problems. However, identifying and tracking global optimal is
critical for DOPs in dynamic environments. The optimization methods designed for
static optimization problems do not follow the optimal appropriately. Therefore, such
techniques are not appropriate for dynamic optimization problems. It is essential to
find the different methods that align with the objective of dynamic optimization prob-
lems and other assessment benchmarks for optimization in dynamic and uncertain
environments.

The DOP solution (i.e., defined as S), which constantly evolves through the
optimization method, influences the execution of many real-world applications [14].

S = z(y, ∅, t)

when S must be the dynamic optimization problem specified as cost function z in-
clusive y as a feasible solution from the set of solution Y , ∅ is the control parameter
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to find the solution distribution in the fitness landscape, and t is the time. The
search strategy of the algorithms must be efficient to localize and follow the evolu-
tion of the global optima in time t toward finding superior solutions in the fitness
landscape for DOPs. Several techniques were suggested in the bibliography to deal
with dynamic optimization problems. Meta-heuristic methods were used frequently,
including swarm intelligence. The schemes which are used with meta-heuristic meth-
ods for the dynamic optimization problems are diversity schemes [10, 11], memory
schemes [3, 39], multi-population schemes [4, 27], adaptive schemes, [37, 38], multiob-
jective optimization for dynamic environments [5] and an adaptive quantum-inspired
evolutionary algorithm (AQiEA) for optimizing power losses by dynamic load alloca-
tion on distributed generators [19].

Particle Swarm Optimization (PSO) is an approach of optimization based on
swarm intelligence, a population-based stochastic optimization approach. PSO is in-
spired by the social behavior of flocking birds and the schooling of fish. Like other
evolutionary algorithms, PSO has outperformed in solving many real-world static op-
timization problems [24]. However, DOPs are difficult for the standard PSO to solve
due to outdated memory when the environment change and diversity loss. A cluster-
ing PSO (CPSO) is introduced to address the critical issues of PSO for DOPs, with
a local search strategy and clustering method for locating and following multiple op-
tima in the dynamic environment [15]. Many researchers have reported the efficiency
of quantum-inspired evolutionary algorithms (QiEA) for solving several combinato-
rial and benchmark problems in a variety of areas, including Engineering optimization
problems [18], Data clustering [7], and Image Processing [29]. In a similar thought, we
attempt to extend the standard SSA for the DOPs known as QSSO [27], which is based
on a set of methods, including quantum computing, multi-population, and an intelli-
gent shifting operator, to effectively explore the search space during the optimization
process in dynamic environments. Further, this paper details the approaches con-
sidered while solving DOPs. The generalized dynamic benchmark problem (GDBG)
provided for CEC’09 has been employed to assess the presented QCSSO, a well-known
standard benchmark problem for evaluating optimization algorithms in dynamic en-
vironments.

Salp Swarm Algorithm (SSA) was introduced by Mirjalili et al. in 2017. SSA
is a population-based metaheuristic optimization technique that impersonates the
swarming behavior of Salp in the ocean by establishing a Salp chain [20]. Several
conducted research mainly related to the advancement of SSA for solving real-world
problems. A simple SSA with a random search radius was submitted to improve the
proficiency of SSA [34]. A particle-based approach for SSA with global exploring and
local exploiting was introduced for convergence speed and accuracy [33]. Hybrid SSA
with a gravitational search algorithm was studied in [16] to boost its searchability.
An elite-based SSA is introduced for numerical optimization problems by improving
the searchability of the algorithm [26].

Further, SSA is widely employed in various engineering fields, such as controller
placement problems [25] and multilevel color image segmentation [35]. All these
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applications have demonstrated the pertinency and efficiency of the SSA. The SSA is
similar to other evolutionary algorithms in many characteristics and works effectively
for many real-world applications. The swarming behavior of Salp in SSA can avoid
converging each solution into a local optimum up to a few degrees due to the Salp
chain [2]. But there are many optimization problems in the real world where it is
difficult for the standard SSA to work efficiently, and sometimes it fails to optimize.
Dynamic optimization problems (DOPs) are another domain where optimum global
changes over time and SSA fails to improve the obtained global best solution to
accomplish the expected global optima in the dynamic search space. The problem
lies in SSA for DOPs primarily because of not having a good search scheme and loss
of population diversity, when this must boost the global best solution obtained so
far to achieve the expected global optimum. The standard SSA search strategy was
designed to achieve global optima for static optimization problems. It cannot work
as expected for problems in dynamic and uncertain environments.

For DOPs, SSA needs to improve with a good search strategy where it is required
to enhance the obtained global best solution and improve the population diversity to
prevent stagnation in local optima. A multi-population mechanism in QCSSO is em-
ployed to locate and track the multiple local optima throughout the optimization
procedure. Further, this paper examines and compares the performance of QCSSO
with well-regarded algorithms QSSA, Standard Particle Swarm Optimization (SPSO),
and Clustering Particle Swarm Optimization (CPSO). However, SSA has been evalu-
ated in several applications, especially on engineering design optimization problems,
but hardly ever employed on DOPs, as seen from the survey [1].

The paper is structured as follows: Section II presents the relevant related work.
Section III presents the proposed algorithm QCSSO with the techniques used for DOP,
and section IV presents the experiment configurations. Experimental evaluation and
discussion are presented in section V. Finally, the conclusion and relevant future work
are presented in section VI.

2. Related work

There are specific challenges for the meta-heuristic methods in dynamic environments
during the optimization process that are not there for static optimization problems:
(1) A good search strategy for DOPs to locate and track global optimum, (2) Outdated
memory, (3) Diversity loss. In the dynamic environment, the fitness of the attained
solutions changes due to the dynamic environments. It will no longer coincide with
the retained value in the memory exploited by the algorithm. Loss of diversity occurs
in every meta-heuristic method due to an intrinsic nature of convergence to the global
optima. Generally, the loss of diversity reason is the built-in property of meta-heuristic
algorithms for convergence to the previous optimal position and the excessive vicinity
of the solutions to each other.

The re-initialization is a straightforward way to prevent convergence on the pre-
vious optimum stance and excessive closeness of the solutions [13]. In re-initialization,
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the method considers the changing environment as a new optimization problem and
relaunches the optimization process using the evolved environment. However the ef-
ficiency of the optimization algorithm could improve upon the acquired knowledge of
the earlier environment, and the re-initialization technique insinuated the depletion
of all obtained knowledge so far from the search space. Although outdated memory
is of less relevance in comparison to diversity loss, there are solutions proposed in the
literature to handle it [6]: (1) Forgetting memory, (2) Re-evaluating memory. These
two proposed solutions apply to the optimization approaches where the obtained in-
formation from the search space is stored. In the forgetting memory technique, the
position preserved for each solution will be substituted by the positions of the new
environment. In the re-evaluating memory technique, the saved positions in memory
are re-evaluated.

The diversity loss is because of the built-in character of the meta-heuristic tech-
nique, designed originally for static optimization, where quick convergence has been
considered a good feature. The works of literature proposed several solutions, in-
cluding a memory-based approach, to store previous optimal solutions to use when
the environment changes, mutation, and self-adaption in which diversity loss is al-
lowed and later to solve it for the expected outcome of the optimization algorithm.
An adaptive mutation operator, i.e., activated Hyper-Mutation, was suggested as a
factor to be multiplied by the specific mutation to create diversity [9]. In [21], an
adaptive approach is employed for the chaotic mutation to create diversity in the
environment. Another technique was introduced as a local variable search to address
the consistency problem in the mutation step size by making it adaptive [32]. In [39],
replacing random solutions with formerly obtained solutions in case of environmental
changes is an alternative suggestion proposed to produce diversity. In [36], an implicit
memory technique presents diploid genetic algorithms for dynamic optimization.

Multi-population is another approach in uncertain and dynamic environments,
considered a hybrid model to create and maintain diversity for the DOPs. In this
technique, the population is divided into subpopulations, covering various search space
regions. In general, all the subpopulations have similar tasks but can also have distinct
tasks. In [23], an approach based on a genetic algorithm was proposed as the Shifting
Balance Genetic Algorithm (SBGA). In SBGA, many subpopulations are in charge of
global search, and a large subpopulation monitors the evolving peaks. In [4], another
approach based on self-organizing scouts is proposed, termed Self-Organizing Scouts
(SOS). The SOS conversely utilizes a large subgroup for global search and a few
subpopulations for monitoring changes. This policy has also been suggested with
other optimization algorithms, such as Genetic Algorithm [8]. In [17] a procedure
for optimization in dynamic environments is presented as compound particles. This
procedure has an agreeable throughput, and in [40] a new method-built artificial fish
swam algorithm to show a similar approach.

Like any other evolutionary algorithm, quick convergence is a good feature in
SSA and benefits many static optimization problems. The fast convergence is mainly
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due to the loss of diversity in the population, and control parameters are fixed during
the optimization process. In the SSA, all the Salp attracted strongly towards food
position and sometimes converged on local or global optima where food position is
located. However, because of this feature, the original SSA considers the optimization
problem a single instance problem and does not adapt when the environment changes.
The result is unsuitable for DOPs, where a change reflects an entirely new problem,
in which locating and tracking the evolving global optima in the search landscape is
necessary. Standard SSA needs to ameliorate by adapting the different mechanisms to
control diversity. Controlling diversity is an excellent strategy for DOPs that support
converting good local optima into global best in the changing environment during
optimization.

3. The Quantum Inspired Chaotic Salp Swam Optimization
Algorithm

A good exploring and exploitation tendency of the SSA heuristic on static optimiza-
tion problems enables it to attract the DOPs. The standard SSA has the superiority
of specific updating functions but still has the problem of quick convergence due to
loss of diversity and readily falls into the local optimum, particularly when encoun-
tering multidimensional and dynamic optimization. Motivated by the thought of
implementing the quantum computing technique for metaheuristics to stimulate their
global optimization achievement, this paper proposes Quantum Inspired Chaotic Salp
Swarm Optimization (QCSSO) Algorithm with a multi-population mechanism to lo-
cate and track the optima. Implementing a chaotic series based on a chaotic logistic
map in place of a random series is a sound approach to diversifying the population
and enhancing the QCSSO execution in prevention from early convergence to local
optima. The fundamentals of quantum computing and the detailed QCSSO process
are developed in this section.

3.1. Quantum computing

Quantum computing (QC) is an emergent and novel approach to computational intelli-
gence. It is advanced in the concepts and principles of quantum physics. This integra-
tion emerged from the knowledge of quantum computers, where specific calculations
are carried out more quickly than digital computers. An accelerated analysis is made
possible using the quantum principles of computation, such as the superposition of
states, entanglement, and interference [7] [29]. In a quantum computer, a particle can
be in a superposition state where two or more quantum states can be added together,
resulting in another valid quantum state. Unlike bit (0 or 1) in a digital computer, a
quantum bit or qubit is a quantum computer’s tiniest data unit. The qubit can be
in primary states represented as Dirac notation using |0⟩, |1⟩ or linear superposition
states of |0⟩ and |1⟩.
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A physical system can be in one of many arrangements of particles or fields.
According to the quantum superposition principle, the state combines all these possi-
bilities. The qubit representation is probabilistic and is defined as a pair of numbers
(α, β) for two possible arrangements, 0 and 1, of particles. Equation (1) describes
the physical system as a qubit state [27].

|ψ⟩ = α |0⟩+ β |1⟩ . . . (1)

where |0⟩ and |1⟩ are two basic states, the coefficients α, β are complex numbers
with | α2| + | β2| = 1 and dictates the probabilities of the system to be in either
arrangement. | α |2 indicates the probability of the qubit being at state 0, and | β |2

is the probability of the qubit being at state 1. The two basic states |0⟩ and |1⟩ are
called computing base states of quantum bits, and they correlate to the two states
0 and 1 of digital computer bits. The notable difference between digital computer
bits and qubits is that the qubits can be in a superposition state of |0⟩ and |1⟩ as
presented in Equation (1).

Quantum entanglement presents a physical phenomenon of a system where
a quantum state must not be factored as a product of states since the individual
component is incomplete and cannot be described without considering the other fea-
tures. Moreover, they are not individual particles but are inseparable wholes. The
composite system state can always be expressed as a sum or superposition [12]. In
quantum computer science and information processing, entanglement is a valuable
physical resource and a prominent feature of multiple qubit systems. It is simple to
realize that plenty (x+ y) qubit states couldn't be formulated as the tensor product
of an x qubit state and an y qubit state as these are entangled states. For example,
the entangled states that are maximally entangled (Bell states) and weakly entangled
states are the same as |00⟩+ 0.01 |11⟩, also the separable ones such as |00⟩.

Another concept and principle of quantum physics is interference, in which par-
ticles can be in more than one place at any given time using superposition and cross
their trajectory to interfere with the direction. To realize the quantum interference,
examine a generic superposition for n-qubits

∑
n zn |n⟩. The direct measure of zn,

only returns the local information for the possible values of n. However, the return
results get changed once a unitary transformation is performed using:

|n⟩ =
∑

y pny|y⟩ for all n
on it, and then,

(∑
n

zn |n⟩

)
=
∑
n

zn

(∑
y

pny |y⟩

)

=
∑
y

(∑
n

znpny

)
|y⟩

If now we are measuring (
∑

n zn |n⟩), global information for all zn can obtain
through amplitude

∑
n znpny for a single value of y.



Ea
rly

bir
d

8 Sanjai Pathak, Ashish Mani, Mayank Sharma, Amlan Chatterjee

3.2. Logistic chaotic map

The chaotic logistic map is optimal from the tenfold adapted chaotic maps in [28].
We embedded chaos theory in the search strategy of SSA. We obtained the superior
average value of the optimal solution with better balance corresponding to the original
SSA and another meta-heuristic algorithm.

Chaos theory is a prominent mathematical strategy and has been used exten-
sively in the literature to improve the performance of meta-heuristic algorithms. It is
typically outlined as the simulator of the dynamic behavior of a non-linear scheme.
A chaotic logistic map is employed with a genetic algorithm for encrypting the im-
age. It is utilized to encrypt the early version of the image, and later GA is executed
to boost the encryption results. A hybrid global optimization algorithm is proposed
based on a chaos search strategy with a complex method to jump out from the local
optima obtained.

We used the following equation in this article for the chaotic logistic map. The
output of this equation is embedded into the equation of QCSSO, which prevents
the problem of search stagnation:

wt+1 = d ∗ wt ( 1− wt) . . . (2)

where wt is the value of the chaotic map at the t-iteration. In this article, the initial
condition of the chaotic map is set to (w0 = 0.70).

3.3. The proposed algorithm

SSA simulates the swarming performance of Salp throughout the optimization and
modeling of a Salp chain as shown in Figure 1.

Figure 1. The Salp Chain

This chain may prevent stagnancy in the local optima up to a bit level because
Salp is usually attracted towards the global optima by collaborating with leaders
Salp. Also, the original SSA search process is ineffective in strengthening the ob-
tained global best, i.e., to achieve global optima in the fitness landscape. The initial
search process considers the optimization problem as a single problem instance. For
DOPs, it is necessary to consider dynamic changes, respectively, such as the emer-
gence of new cases of problems that must be tackled from scratch. Consequently, the
standard SSA does not have the competence to examine and preserve the diversity
of the population. Hence, it cannot solve dynamic optimization problems, where it
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is necessary to discover and monitor the global optima in dynamic and uncertain
environments.

In this paper, we extended the work on a quantum-inspired algorithm based on
SSA with a multi-population mechanism to discover and follow the global optima in
the search space, an effective method for dynamic optimization problems (DOPs) [27].
The basic procedure and strategy of QCSSO are explained as follows:

• Multiple peaks exist in almost all dynamic environments, and each can transform
into a global optimum when the environment changes. That means each peak can
be a probable optimum. Hence, an optimization algorithm intended for DOPs
should quickly track all the environmental peaks to identify the optimum peak on
environmental change. The multi-population mechanism is a promising strategy
that enhances the coverage of potential multiple optima in the search space [5].

• In the proposed multi-population strategy, a part of the population is detached
from the total population to create a new sub-population. No information is
being shared between the populations, excluding the duplication search among
the two best individuals of two subpopulations to avoid multiple local best at
a certain distance.
An approach to extend and change the original SSA with Quantum computing,

multi-population mechanism, and the introduced chaotic operator could be a promis-
ing solution for the dynamic optimization problems. It accelerates the speed of SSA
and supports locating and tracking the global optima, increasing the diversity of
individuals and preventing stagnation in local optima in the search space.

In quantum science, the Delta potential well model describes using the Dirac
delta function, which is a general function and objectively correlates to the potential
that is zero universally except for a single point when it takes an infinite value. In the
QCSSO, the Salp in the Delta potential well should move in the bound state in line
with the strategy proposed for the particles in [30]. The position of Salp is necessary
to be measured to assess the fitness of each Salp. However, only the probability of
position for each Salp (Xi) can be find-out from the probability density function
|Ψ(x, t)|2, i.e., Salp emerges at position x relative to point A. Thus, it is necessary
to measure Salp's position thanks to the collapsing methodology, i.e., transforming
from a quantum state to a classical form. This measurement process can be simulated
using Monte Carlo Method using the procedure mentioned in [30].

In this article, we use the following iterative equation for the position to mea-
sure each Salp according to the proposed equation in the quantum-inspired PSO for
particles in [31].

Xk
j+1 =

Ad + Bl ∗
∣∣BestMeanl − Xk

j

∣∣ ∗ ln( rd
ud

)
c3 > 0

Ad − Bl ∗
∣∣BestMeanl − Xk

j

∣∣ ∗ ln( rd
ud

)
c3 < 0

. . . (3)

Xi
j =

(
Xi−1

j + Cl + 1
i

(
Aj −Xi

j

)
+ m ∗ (Xi−1

j
− Xi−2

j )
)
. . . (4)
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ud = 3 ∗ w ∗ (1 − w) ∗ c4

where rd, c3, c4 are uniformly generated random values inside [0, 1], and ud is chaotic
operator equation, xij indicates the position of ith Salp in jth dimension, Aj reveals
the local attractor for the convergence speed in the search space jth dimension, Bl

is known as the contraction-expansion coefficient, which gradually decreases through
iterations. The coefficient Cl + 1

i is the most important parameter in the QCSSO, as
presented in Equation (5) for the follower, Salp to support better coordination during
the exploitation of the search space.

Cl + 1
i = 0.75 ∗ sin

( π
4

)
∗
(
1−

(
l

L

))
. . . (5)

as l specifies the present iteration, L is the maximum number of iterations. We
assumed here the first iteration l = 0 with maximum iteration size L. Bl describes as
Equation (6), a contraction-expansion coefficient that gradually decreases or increases
iteration-wise in line with the progress of respective Salp's convergence speed and
execution of the algorithm. Ad as in Equation (7), a base point for Salp to move
around in the vicinity. In addition, to know as an inclining learning point for Salp to
oscillate around. BestMeanl describes mathematically as Equation (8), the mean of
the individual best position. Xk

j is the k-th Salp in j-dimension and Xk
j+1 is the new

position of Salp.

Bl =

(
0.5 ∗ (L − l)

l + 0.5

)
. . . (6)

where l is the current iteration and L is the maximum number of iterations.

Ad =

(
r1d ∗ Xk

j + r2d ∗ Fj

)
r1d + r1d

. . . (7)

where r1d and r2d are uniformly distributed random numbers in the range [0, 1]. Fj is
the food position as the best location.

BestMeanl =
1

N

d∑
j = 1

xk, j(l) . . . (8)

where N is the maximum number of the population.

3.4. Methodology

A few concepts are suggested in papers to enhance the efficiency of SSA. Still, we
employed the standard SSA and implemented quantum theory, multi-population with
a chaotic logistic operator as explained in the previous section, to boost the obtained
optimal global solution by SSA and monitor the trajectory of the global optima.
Adapting the chaotic logistic operator supports preserving individuals' diversity and
precluding re-initializing the population when the change is determined, as it offers
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an acute information depletion. Maintenance of diversity is essential for dynamic
optimization as the global optimization of DOPs evolves through time. If the Salp
is grouped in a narrow area, then the individual Salp cannot discover the changes in
the problem. Also, the explorative ability of EAs is dependent and determined on
the population diversity, which means the exploring ability is reduced in the identical
elements of the population.

In QCSSO, Equation (3) an (??) updates the Salp positions and produces new
solutions. The population is divided into subpopulations. An overlapping search
technique between the two local best is employed to avoid entrapment in local optima
and increase the searchability of the algorithm. The value of parameters Cl + 1

i makes
adjustments through the loop of the algorithm and produces new adapting values for
the position to update throughout the optimization process. The quantities rk k {1,
2, 3} stand for evenly distributed random values within the range [0, 1]. The value
of w was taken as a fixed value of 0.96. Pseudo-code for the QCSSO presented in
Algorithm 1 first initializes the population, the best position (i.e., food position), and
other algorithm parameters.

Next, the Salp chain is built using the standard equation of SSA [24]. The Salp
moves towards the optimal solutions using the quantum-inspired equations of QCSSO
(3) and (4), followed by the chaotic logistic mechanism to locate and track the global
optima. A chaotic logistic map approach was applied while improving the position
of Salp to maintain diversity. Since the nature of the SSA algorithm is iterative,
it repetitively produces and develops some random Salp within the maximum and
minimum limits of search space. Then, all the Salp, i.e., leader and followers, update
their position in the location vector during optimization. A flow diagram of the
QCSSO optimization algorithm, as displayed in Figure 2.
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Figure 2. Flowchart of QCSSO optimization algorithm

3.5. Considerations for DOPs in SSA

To address the key issues of SSA for DOPs, such as quick convergence, and to main-
tain diversity in solution and population, the QCSSO approach with multi-population
chaotic theory employ to locate and track the multiple local optima in search space.
Multi-population is an effective and popular strategy used in the literature to facili-
tate the performance of evolutionary algorithms for dynamic optimization problems.
Multi-population, where the entire population is divided into several subpopulations
of small sizes to discover and monitor the constantly evolving global optima in a
dynamic and uncertain environment. This strategy also helps control the solution’s
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diversity and convert local optima into global best, which contributes to making the
SSA search strategy more effective for DOPs. The initial assumption of local op-
tima is considered in sub-population, and an overlapping search between the two best
solutions is performed to avoid multiple convergences around the same point. No
other information is shared between the populations. The superposition searching is
performed among two subpopulations by comparing the best Salp in subpopulations.
The attempt is to generate a new point around the best Salp in the subpopulations by
adding a random value sampled from the normal distribution in the dimension loop.

Another mechanism to check the age of each Salp based on the number of gen-
erations has been considered for the Salp stagnates into local optima, which is an
addition to the chaotic logistic map. The idea is to look for the Salp stagnates in lo-
cal optima and re-initialize it for the next generation. According to the aging strategy,
the global best is not considered. Only the local best whose age is more significant
than a defined limit and no improvements during the specified number of iterations
is considered to re-initialize as presented in Algorithm 2. The age of individual Salp
increments by 1 in each iteration, and its fitness is evaluated to see improvement. In
case of no improvements for several iterations, a flag is triggered to re-initialize it for
the next generation.

4. Experiments

Firstly, we introduce the experimental environment and basic test suites used in our
experiments. Then, we define the parameter settings and evaluation mechanism for
the algorithms. Finally, we discuss the state-of-the-art algorithms used for comparing
results in the computer running environment.

4.1. Experimental context

A personal computer environment was prepared for the empirical study. The config-
uration is based on the following:

• Intel® Core™ i7-3520M CPU @ 2.90GHz,
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• Memory 16 GB,
• Operation System Microsoft Windows 10 Home,
• QCSSO's code is developed in CPP,
• GDBG Dynamic Framework in CPP.

4.2. Basic test functions

The achievement of the QCSSO optimization algorithm is assessed on the six standard
functions (F) contemplated by Li et al. for the CEC'09 Special Session and Compe-
tition on "Evolutionary Computation in Dynamic and Uncertain Environments." It’s
a generalized dynamic benchmark generator (GDBG), a dynamic simulation frame-
work for this study, and includes six benchmark functions [4]. The characteristics of
GDBG include Seven change types for the control parameters – large and small step
change, recurrent and recurrent with noise and dimensional shift, and random and
chaotic change.

Table 1
Details of the benchmark functions

1. Peak Rotation Function (F1),
2. Sphere's Composition Function (F2),
3. Rastrigin's Composition Function (F3),
4. Griewank's Composition Function (F4),
5. Ackley's Composition Function (F5),
6. Hybrid Composition Function (F6)

Dynamic Framework Change Types:
1. Small Displacement (T1),
2. Large Displacement (T2),
3. Gaussian Displacement (T3),
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4. Logistic Function (T4),
5. A Periodic Displacement (T5),
6. A Periodic Displacement with Noise (T6),
7. Random with Changed Dimension (T7)

All the benchmark functions with their range are presented in Table 1.

4.3. Method to set parameters and testing

The QCSSO is designed to work with five parameters on the GDBG framework: M-
Maximum Iteration, N-Current Iteration, Global Optima, l-Lower bound, u-upper
bound, and rObj-Objective function reference. Rest all necessary parameters for the
algorithms administered by another function of GDBG: the number of Salp and no.
of dimension. In this section, the achievement of QCSSO is contrast with SPSO [24],
CPSO [15], and QSSA [29].

The dynamic variant of PSO algorithms is assessed on the dynamic optimization
problems and submitted in CEC'2009 for the maximum population size of 50. We have
also set the population size as 50 for the QCSSO while using the GDBG framework.
For the problem function F1, two test numbers of peaks, i.e., 10 and 50, are being
used, and for the other problem functions F2 to F6, one test number of peaks, i.e.,
10, was used.

The dynamic benchmark problem examination process is employed for all the
benchmark problems of GDBG. An interface has been built to make all the necessary
adjustments from the QCSSO execution context. The place of parameters is aligned
in code to retain projected exploring and exploiting in the search space of DOPs. The
QCSSO algorithm has been set to execute for the pre-defined number of assessments
for the evaluation functions (F) and necessary parameters with change types (T) as
input. It means no information is being shared during the execution of the QCSSO
algorithm related to the problem change, including the number of peaks, dynamic, or
dimension change.

4.4. Performance assessment of algorithm

The total 49 test cases of the six essential test functions (i.e., F1–F6) with seven change
types (i.e., T1–T7) is considered for the performance assessment of the optimizer. We
recorded the values of errors in best case average, the mean average, worst average,
and STD for each possible case, which is defined as in [24]:

Average-best =
runs∑
i=1

Minnum−change
j=1

Elast
i,j (t)

runs

Average-mean =

runs∑
i=1

num−change∑
j=1

Elast
i,j (t)

runs ∗ num− change
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Average-worst =
runs∑
i=1

Maxnum−change
j=1

Elast
i,j (t)

runs

here, Elast
i,j (t) = | Q (y

b( t )) – Q (y * (t)) |, i.e., to calculate for reaching max change
for each change type and y ∗ (t) is the global optimum at time t.

5. Discussion on experimental results

We conduct practical experiments with numerical evaluation to prove the theoretical
claims undertaken in previous sections. Numerical results are gathered in the sum of
marks obtained in each case and multiplied by 100 to measure the score in percentage.
The original SPSO, QSSA, and QCSSO score is evaluated in the said environment,
and reference score values of CPSO are as per the score obtained in [15]. This sec-
tion presents the results of the experiments, including the comparison report with
peer algorithms and analysis of different change effects for each function during the
optimization process.

5.1. Experimental analysis

The QCSSO is implemented and assessed for dynamic optimization problems (DOPs).
The measured value of execution on each problem is recorded in the form of best av-
erage, mean average, worst average, and standard deviation (SD), tabled in Table 2
to Table 8 as a result of the analysis. In Table 9, the score of each algorithm is
lodged with all six benchmark problems and seven change types and with the combi-
nation of different test cases. Assessment results and data analysis show that QCSSO
has performed better on most benchmark problems than SPSO, QSSA, and CPSO
optimization algorithms.

Table 2
F1: Result Achieved on Peak 10
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Table 3
F1: Result Achieved on Peak 50

Table 4
F2: Result Achieved on Peak 10

Table 5
F3: Result Achieved on Peak 10
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Table 6
F4: Result Achieved on Peak 10

Table 7
F5: Result Achieved on Peak 10

Table 8
F6: Result Achieved on Peak 10
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Table 9
Performance Score of Each Algorithm on DOPs

Table 10
Overall Final Score on DOPs

5.2. Why QCSSO performed better than standard SSA

The searching process of standard SSA is designed for stationary optimization prob-
lems in which quick convergence is considered a good feature. The search strategy
of standard SSA is not appropriate for dynamic optimization problems where it is
necessary to enhance the obtained global optimal solution so far to achieve the fore-
seen global optima. The original search strategy considers the optimization problem
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as a single problem instance. For DOPs, it is necessary to consider each dynamic
change as a new problem case that must be addressed from scratch. Hence, a better
search strategy is required for the DOPs to conform to the dynamic changes, i.e., by
forwarding the experience of the optimization process, considering the new environ-
ment is somewhat related to the old one. Also, population diversity is lost in the
standard SSA due to expected convergence for the stationary optimization problems.
Preserving the population’s diversity is crucial for dynamic optimization as the global
best changes over time. If the population is collected in a tight region, the individual
may not detect changes in the landscape. The obtained solution will not be improved
further. From the trajectory path of standard SSA, it can be derived that all the
Salp intensely move towards the guided approach by leader Salp in the direction of
food position and sometimes converge on local or global optima where food position
is located. Because of this feature, the standard SSA is ineffective in discovering and
monitoring the evolving global optima in the search landscape.

The QCSSO employs a different mechanism to enhance the performance of stan-
dard SSA for dynamic optimization problems. First, a better search strategy is con-
sidered to use the experience during the optimization process when a change is de-
tected along with quantum computing to tune the original algorithm for the specific
instances of DOPs during the optimization process by taking the actual progress of
the search. Second, multi-population with an aging mechanism is applied to discover
and monitor the ever-changing global optima in the search landscape. This strategy,
in addition to the chaotic logistic operator, helps to control the diversity and convert
good local optima into global best during the optimization process in the changing
environment.

5.3. Comparative study and the effect of dynamic changes

The performance of QCSSO is measured for all the change types of the dynamic
benchmark functions. QCSSO performed better than all its peer algorithms, including
CPSO, SPSO, and QSSA. The employed strategy in QCSSO to locate and track global
optima; outperformed and indicated its superiority over CPSO, SPSO, and QSSA.
The QCSSO achieved excellent results for F1(on both peaks), F2, F5, and F6 test
functions of DOPs for all the change types. However, CPSO performed close to
QCSSO for chaotic (T4) change types. The hierarchical clustering method and local
search strategy enabled CPSO to converge faster and have a better result for the
test function F4, chaotic (T4) change types. The regional search strategy helps in
searching for optimal solutions in promising sub-regions detected by the clustering
method to exploit it effectively. However, the clustering approach is ineffective in
generating the sub-swarms consistently, especially in the case of a single particle
covering a peak, because there is no improvement during the optimization process in
that cluster. From the overall final score in Table 10, the superiority of the QCSSO
algorithm can be easily made out.
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The algorithm has obtained good results across all change types for functions
F1 (on both peaks), F2, and F5. QCSSO has steady achievement on problem F6,
i.e., Hybrid composite problem for all seven change types (T1–T7), discovered by the
comparative study of best obtained average values from Table 8. Benchmark prob-
lem function Rastrigin’s (F3) for the change large step (T2) appears as the complex
test case for the QCSSO algorithm between all the dynamic optimization benchmark
functions.

5.4. Results of the experiment

The overall performance table on DOPs of QCSSO shows the algorithm’s superior
capability of locating and tracking multiple optima. The algorithm has obtained
excellent results across all change types for functions F1 (rotation peak on both peaks),
F2 (Composition of Sphere’s function), and F5 (Ackley’s function) test functions of
DOPs for all the change types when it is compared to CPSO, SPSO, and QSSA.
Overall, algorithm performance is suitable across all functions. It has performed very
well for functions F2, F4, and F5 when comparing the overall score. The F3 function
(Composition Rastrigin function) for a large step is the most challenging problem
amongst all dynamic benchmark functions of the GDBG framework for the QCSSO
algorithm, but still better than the peer algorithms. This analysis is reflected in the
overall performance in Table 10, where QCSSO scores highest when compared with
other well-regarded algorithms.

6. Conclusion and future work

The current work proposes an extension of the Salp Swarm Algorithm (SSA) with
multi-population, quantum computing, and the chaotic logistic map for the dynamic
optimization benchmark problems (DOPs) presented in the CEC’2009 special session.
For DOPs, an optimization algorithm usually must discover and monitor the multi-
ple optima changing over time. The desirable features of an optimization algorithm
include maintaining diversity and multi-population for locating and tracking the op-
tima. In this article, the multi-population is used to discover and monitor the global
optima, and quantum computing techniques are used in the equation to increase the
searchability of the algorithm. The strategy also helps control the solution’s diversity
and convert good local optima into global best during the optimization process. Fur-
ther, a chaotic operator is employed to maintain diversity at the individual level and
avoid entrapment in local optima. Implementing chaotic series instead of random in
QCSSO is a robust approach to diversify the population, enhance overall performance,
and prevent early convergence.

As illustrated in the current contribution, the trial was carried out to evaluate the
performance of QCSSO. The proposed algorithm is compared with well-regarded algo-
rithms: QSSA, SPSO, and CPSO. The six dynamic benchmark optimization problems
(F1–F6) evaluation results with seven change types (T1–T7) were recorded and ana-
lyzed. It shows that QCSSO markedly improves SSA’s performance in locating and
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tracking multiple optima in a dynamic fitness landscape and can find an acceptable
solution for most of the DOPs in dynamic and uncertain environments.

Although the currently applied method effectively boosts the performance of
SSA for DOPs, a fixed sub-population size is considered in this work, which is not a
good approach. Thus, more work can be done to make it self-adaptive based on the
optimization progress.
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