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GRAMIAN ANGULAR FIELD
TRANSFORMATION-BASED
INTRUSION DETECTION

Abstract Cyber threats are increasing progressively in their frequency, scale, sophistica-

tion, and cost. The advancement of such threats has raised the need to enhance

intelligent intrusion-detection systems. In this study, a different perspective has

been developed for intrusion detection. Gramian angular fields were adapted

to encode network traffic data as images. Hereby, a way to reveal bilateral

feature relationships and benefit from the visual interpretation capability of

deep-learning methods has been opened. Then, image-encoded intrusions were

classified as binary and multi-class using convolutional neural networks. The

obtained results were compared to both conventional machine-learning methods

and related studies. According to the results, the proposed approach surpassed

the success of traditional methods and produced success rates that were close

to the related studies. Despite the use of complex mechanisms such as fea-

ture extraction, feature selection, class balancing, virtual data generation, or

ensemble classifiers in related studies, the proposed approach is fairly plain –

involving only data-image conversion and classification. This shows the power

of simply changing the problem space.
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1. Introduction

Cyber-attacks, which are unauthorized actions against a computer or network that

result in a security policy breach, constitute the fastest-growing crime. Cybersecu-

rity Ventures estimated that cyber-attacks will cost the world $6 trillion annually

by 2021 [8]. Cyber-attacks can be evaluated in five classes according to their sources:

network, host, software, physical, and human. Network threats rely on the manip-

ulation of packet flows sent over a network; the most common forms are denial of

service and distributed denial of service. Host attacks aim to compromise or disrupt

the functions of a specific computer or system by running malware programs. Soft-

ware threats are the executions of malicious code (as in code injection and cross-site

scripting). Physical threats are attempts to network hardware or its configuration.

Lastly, human threats include user-to-root, remote-to-local, or hijacking attacks.

Determining how to protect a network and finding possible security vulnerabilities

are possible by the clear specification of a cyber-attack’s life-cycle. Such a life-cycle

is a sequence of events that an attacker goes through in order to infiltrate a computer

or network; this generally consists of eight steps [26]:

1. Initial reconnaissance: an attacker conducts research on a target (system or

people) in order to gather information and determines an attack methodology.

2. Initial compromise: the attacker executes malicious code on the system by ex-

ploiting its vulnerabilities.

3. Establish a foothold: the attacker maintains control over the system by installing

a persistent backdoor or downloading additional utilities.

4. Escalate privileges: the attacker collects legitimate credentials with higher priv-

ileges to gain deeper access to the network.

5. Internal reconnaissance: the attacker explores the system and its environment to

gain as much information as possible.

6. Move laterally: the attacker utilizes previously compromised accounts in order

to move undetected around the network.

7. Maintain presence: the attacker sustains continuous and long-term control over

the systems.

8. Complete mission: the attacker achieves the ultimate goal, which is information

or data theft. After the mission is completed, most attackers do not leave the

environment in case they they choose initiate a possible new mission.

Despite the dramatic increase in cyber-attacks for missions such as obtaining

confidential information, deleting data, stealing credentials, or gaining higher privi-

leges, cyber security technology promises new solutions to combat and reduce cyber-

attacks. Cyber security constitutes various processes that are projected to protect

data or networks from attacks. One of the most common cyber-security mechanisms

is an intrusion-detection system (IDS).

IDS is a program that automates the processes of monitoring and analyzing traf-

fic, defining abnormal activities, and generating alarms. An ordinary IDS is made up
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of sensors, an analysis engine, and a reporting system [16]. Sensors are placed in var-

ious network locations in order to collect information such as traffic statistics, service

requests, packet headers, or file system changes. The analysis engine investigates the

data that is collected by sensors and detects intrusions. Finally, the reporting sys-

tem sends an alert to the network administrator when the analysis engine discovers

a violation.

IDSs can be categorized into three categories according to their characteristics:

the implementation method, detection method, and architecture.

Implementation methods are host-based, network-based, and hybrid [19]. Host-

based IDS monitors activities in a system to detect local attacks. Network-based

IDS audits network packets or flows to catch remote attacks. Packet-based data

contains payload information, while flow-based data contains meta information about

connections. A hybrid method is a combination of host-based and network-based IDS.

Detection methods are misuse-based, anomaly-based, and hybrid [4]. Misuse-

based IDS evaluates network traffic against a set of signatures of known attacks.

Misuse-based IDS is outstanding for detecting known attacks but not reasonable

enough to detect zero-day attacks or multi-step attacks. Anomaly-based IDS uses

the baseline profile of normal network activities as a reference in order to distinguish

abnormal activities. Anomaly-based IDS is pretty good at detecting new attacks but

generates a high number of false positive alarms. A hybrid method is a combination

of misuse-based and anomaly-based methods.

The architecture of an IDS can be grouped as centralized, decentralized, and

distributed [21]. Centralized IDS monitors a network and analyses collected data in

a central processing unit. Decentralized IDS pre-processes data in multiple processing

units in a hierarchical structure before it reaches the main processing unit. Distributed

architecture uses multiple autonomous agents to both collect and process data.

Once malicious security events are detected by a system, actions that are called

security responses are generated as being passive or active [20]. A passive response

is received by the network administrator when abnormal behavior is detected, and

an alert is issued. Active response involves taking automatic and immediate actions

when malicious activities are detected in accordance with a predefined script.

For an IDS to be considered effective, it must have low false-positive and high

detection rates. Besides, relying solely on the detection rate for an IDS evaluation will

not reflect its real performance. Other important evaluation factors to be regarded

are ease of use, the security of a system, power consumption, memory requirements,

throughput, interoperability, and transparency [3]. In order to develop an effective IDS

and overcome issues in a dynamic network environment, deep-learning methods are

increasingly preferred. Unlike traditional machine-learning methods, deep-learning

methods do not require feature engineering and domain knowledge. Deep learning has

stronger fitting and generalization abilities due to its deep structure that contains

multiple hidden layers. Therefore, deep learning-based techniques are highly effective

in predicting new and complex intrusions.
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In this study, a different perspective has been developed for intrusion detection.

Network traffic flows were considered to be time series; these flows were transformed

into images, and these images were classified with a deep-learning architecture. Ex-

periments were carried out for both binary and multi-class classification, and the

obtained results were compared with conventional machine-learning methods as well

as related studies. According to the results, the proposed approach produced success

rates that were close to those that have been achieved with sophisticated approaches

by using such additional methods as feature extraction, feature selection, class bal-

ancing, virtual data generation, or ensemble classifiers.

2. State of the art

Since the 1980s, researchers have been working on intrusion-detection techniques.

Summarizing the IDS techniques in the literature five categories have emerged: sta-

tistical, information-theoretic, supervised, unsupervised, and semi-supervised. Statis-

tical techniques have been developed using statistical theories; for instance, chi-square

theory [33] or principal component analysis [25]. Information-theoretic techniques use

several measures such as information gain, entropy, or information cost to extract cor-

relations between network traffic features [2, 29]. Supervised techniques mostly rely

on the knowledge of security experts and the use of classification approaches. In

supervised techniques, combinations of several approaches [23] are used in addition

to traditional classification approaches [34]. Unsupervised techniques refer to using

clustering approaches that do not require pre-labeled data for detection [13,27]. Clus-

tering approaches are often used to create high-quality signatures or to group similar

intrusions. Finally, semi-supervised techniques combine supervised and unsupervised

methods to enhance the performance of IDS in ways like co-training [22] or self-

training [14].

In addition to these methods, studies that transform intrusion data into images

and classify them using deep-learning architectures have emerged in recent years.

Xia et al. converted raw malware files to gray-scale images and classified them with

a support vector machine [32]. To detect DoS and DDoS attacks on the Internet

of Things, Hussain et al. chunked network traffic data, transformed chunks into

image matrices, mapped the matrices to the RGB channels of an image, and classified

the images with a convolutional neural network [10]. In another study, Mao et al.

transformed time-series data in structural health-monitoring systems to images and

detected data anomalies with generative adversarial nets and autoencoders [17].

Despite the many different approaches and solutions, intrusion detection is still

an open research issue; this is due to the difficulty of overcoming various problems.

One of these problems is the higher false detection rate. Misclassified system activ-

ities that have been previously unseen increase false positive rates, while the high

frequency of new attacks that are launched in cyberspace increases the false negative

rate. The other problem is the huge growth in real-time network traffic; this makes

it difficult to model and evaluate IDS. Last but not least, the presence of an imbal-
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anced class distribution in intrusion data sets can lead to the biased classification of

a class with a majority of records or ignoring classes with minority records. Therefore,

it is essential to develop new perspectives for IDS.

3. Methodology

In this study, a novel approach was developed for intrusion detection. The pro-

posed approach consists of two main stages: transforming intrusions into images

with Gramian angular fields, and classifying the images with convolutional neural

networks. Gramian angular fields present a way of both preserving the temporal de-

pendency between values and enabling the implementation of convolutional neural

networks. In this way, convolutional neural networks better analyze the complexity

of an image (in our case, an intrusion).

3.1. Gramian angular fields

A Gramian angular field (GAF) is a data-transformation method that represents

time-series data as images, thus allowing image-based deep-learning methods to be

applied. To create GAF images, time-series vector X = {x1, ..., xn} with n number

of samples is first normalized to [−1, 1] or [0, 1] by the following equations:

x̃i
−1 =

(xi −max(X) + (xi −min(X)

max(X)−min(X)
(1)

x̃i
0 =

(xi −min(X)

max(X)−min(X)
(2)

Next, rescaled time series X̃ is represented in the polar coordinates that are given

in (3) by encoding the value as the angular cosine and the time stamp as the radius,

where N is a constant factor to regularize the span of the polar coordinate system:
ϕ = arccos(x̃i),−1 ≤ x̃i ≤ 1, x̃i ∈ X̃

r = ti
N ti ∈ N

(3)

Finally, GAF can be determined by defining the angular perspective as the

trigonometric difference of each point in the interval as given below, where I is a unit

row vector [31]:

GAF = [sin(ϕi − ϕj)] (4)

=
√
I − X̃2

′
.X̃ − X̃ ′.

√
X̃2 (5)

The resulting matrix and generated images are bijective. The position moves

from the top-left to the bottom-right as time increases. In this way, GAF provides

temporal correlations.
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3.2. Convolutional neural networks

A convolutional neural network (CNN) is a widely used deep architecture that demon-

strates effective performance in computer vision with the advantage of equivalent

representations, parameter sharing, and sparse interactions [7].

A typical CNN is made up of three main types of neural layers: convolutional

layers, pooling layers, and fully connected layers [30]. The convolutional layers serve

as feature extractors that use various kernels to learn the feature representations of

input images, the pooling layers are responsible for reducing the spatial dimensions

of the feature maps that are generated by the convolutional layers, and the fully

connected layers that follow the several convolutional and pooling layers interpret the

feature maps and perform the function of high-level reasoning.

The CNN architecture plays a critical role in improving the performance of ap-

plications. For this purpose, various modifications such as structural reformulation,

regularization, and parameter optimizations can be achieved [1]. Selecting the suit-

able architectural features in terms of input size, depth, robustness, etc. will be the

key to success in the target task.

4. Experimental setup

The evaluation data sets are vital for validating the ability of the proposed methods

to detect intrusive behavior. However, there are a few publicly available and up-

to-date intrusion-detection data sets. This study uses the CIC-IDS 2017 data set,

which contains benign and intrusion flows [24]. The data consists of network traffic

that lasts five days in which certain attack scenarios are carried out; such scenarios

include Botnet, DoS, DDoS, port scan, brute force, web attacks, and infiltration.

Figure 1. Visualizations of benign and attack classes
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Figure 2. Visualizations of attack types

To explore high-dimensional intrusion data with a faithful representation, a train-

ing set was visualized with t-SNE [15]. While Figure 1 shows the benign and attack

classes, Figure 2 details the attack types. As seen from the distributional character-

istic of the data set, the classes are not linearly separated from each other.

Table 1
Distribution of training and test sets

Class Training Set Test Set

Benign 60,000 20,000

Botnet 1000 437

DoS 6000 2000

DDoS 6000 2000

FTP-Patator 5000 931

Port Scan 1500 456

SSH-Patator 2500 719

Web Attacks 1500 643

Total 83,500 27,186

In the data-pre-processing stage, the destination port column was dropped in

order to avoid over-fitted training toward the socket information. In addition, any

duplicate rows were dropped in order to avoid bias. Then, the remaining data was

randomly split into a training set and a test set (as shown in Table 1). Lastly, the

training set was fitted with a standard scaler; then, the scaler was used to transform

both sets. In this way, the data was prepared for image encoding.
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The generated GAF images for a sample of each class in the CIC-IDS 2017 data

set are given in Figure 3. It can be seen that the characteristics of each class are

transferred to two-dimensional images with different color-intensity attributes (such

as lines and points). Since there were 77 features in the data, the generated image

dimensions were 77 × 77.

a) b) c) d)

e) f) g) h)

Figure 3. GAF images for benign (a), botnet (b), DDoS (c), DoS (d), FTP-patator (e),

port scan (f), SSH-patator (g), and web attack classes (h)

The CNN architecture that was used in this study is given in Figure 4. The

proposed architecture consists of three blocks, and each block is comprised of con-

volution, batch normalization, activation (ReLU), convolution, batch normalization,

activation (ReLU), and pooling (max) layers, respectively. After the feature extrac-

tion was completed with these blocks, the classification was performed with four fully

connected layers. A dropout is applied after the first fully connected layer.

16 77

77

conv1

32 77

77

64 38

38

conv2

128 38

38

256 19

19
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512 19

19

9

1 10
24
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1
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Figure 4. Proposed CNN architecture
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5. Experimental results

This section elaborates on two experiments to evaluate the classification success of

the proposed approach. The first experiment was designed to compare the results

of the proposed approach to conventional machine-learning methods. The second

experiment was organized to compare the results of the proposed approach to related

studies. Both the binary and multi-class classification results were evaluated. The

weighted average of the evaluation metrics was used in the comparisons.

Table 2
Comparison of binary classification results for proposed approach

and conventional machine-learning methods

Class Evaluation Metric Proposed Approach kNN LR GNB SVM

Benign

Precision 99.32 99.00 96.60 98.95 96.85

Recall 99.77 99.54 96.51 21.26 97.05

F1-score 99.54 99.27 96.55 35.00 96.95

Attack

Precision 99.34 98.71 90.31 31.20 91.73

Recall 98.11 97.19 90.54 99.37 91.22

F1-score 98.72 97.95 90.42 47.49 91.47

In the first experiment, well-known conventional machine-learning classification

methods such as k-nearest neighbor (kNN), logistic regression (LR), Gaussian naive

Bayes (GNB), and support vector machine were adopted. All of the methods used

the default parameters that were provided by the Scikit-learn module.

As can be seen in Tables 2 and 3, the proposed approach created a good balance

between recall (which demonstrated its success in classifying the intrusions) and preci-

sion (which demonstrated the success in those cases that were classified as intrusions).

This showed that the proposed approach is better than conventional machine-learning

methods in many cases. Unlike conventional methods, the proposed approach makes

it possible to model the positive or negative effects of the bilateral relationships be-

tween the features on the label.

In the second experiment, those studies that used the CIC-IDS 2017 data set

(or a part thereof) were evaluated. Marir et al. developed a distributed approach using

a combination of non-linear dimensionality reduction and multi-layer ensembles [18].

Chiba et al. created a model for the cloud environment, which was a combination of

various machine-learning algorithms [5]. Lee et al. proposed a system that used event

profiling and artificial neural networks [11]. Elmasry et al. used a pre-training phase

before the deep-learning models to cope with any redundant and irrelevant features [6].

Tama et al. analyzed the use of a stacked ensemble architecture [28]. Lee and Park

focused on solving the data imbalance by using a deep-learning method that generated

virtual data [12]. Zhou et al. proposed a framework that was based on feature

selection and ensemble learning [36]. Zhang et al. designed a new class imbalance-

processing technology and integrated it with a convolutional neural network [35].
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Huang and Lei developed a model that consisted of three modules: feature extraction,

a generative adversarial network with an imbalanced data filter, and a deep neural

network [9].

Table 3
Comparison of multi-class classification results for proposed approach

and conventional machine-learning methods

Class Evaluation Metric
Proposed

Approach
kNN LR GNB SVM

Benign

Precision 99.00 98.98 97.67 99.65 97.17

Recall 99.50 99.62 98.65 59.71 98.35

F1-score 99.24 99.30 98.16 74.68 97.76

Bot

Precision 99.77 96.67 0.00 14.88 0.00

Recall 99.54 99.54 0.00 94.51 0.00

F1-score 99.66 98.08 0.00 25.71 0.00

DDoS

Precision 99.85 99.60 99.39 84.87 97.59

Recall 99.70 99.45 98.30 96.75 93.05

F1-score 99.77 99.52 98.84 90.42 95.26

DoS

Precision 96.25 98.29 98.49 43.72 97.16

Recall 97.65 97.90 87.95 93.35 88.85

F1-score 96.95 98.10 92.92 59.55 92.82

FTP-Patator

Precision 100 99.78 97.14 86.89 88.73

Recall 98.50 97.96 98.60 98.28 98.07

F1-score 99.24 98.86 97.87 92.24 93.16

Port Scan

Precision 98.60 97.79 41.64 24.67 34.99

Recall 77.19 77.63 76.97 36.40 58.55

F1-score 86.59 86.55 54.04 29.41 43.81

SSH-Patator

Precision 98.72 96.81 99.13 69.17 99.85

Recall 96.80 96.94 94.71 94.85 94.85

F1-score 97.75 96.87 96.87 80.00 97.29

Web Attacks

Precision 92.86 96.46 80.19 19.57 83.50

Recall 93.00 93.16 91.91 96.27 92.85

F1-score 92.93 94.78 85.65 32.53 87.92

To summarize the previous works, various improvements and developments have

been made to increase the detection rates in high-volume and class-imbalanced intru-

sion data. Unlike these works, the proposed approach does not require any method

such as feature extraction, feature selection, class balancing, virtual data generation,

or ensemble classifiers. As can be seen in Tables 4 and 5, only converting the intru-

sions to images produced success rates that were close to those that were achieved by

the sophisticated approaches.
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Table 4
Comparison of binary classification results for proposed approach and previous studies

Method Accuracy Precision Recall F1-score

Proposed Approach 99.33 99.33 99.33 99.33

[18] ∗ 90.40 95.65 92.95

MLIDS [5] 99.93 99.95 ∗ 99.00

EP-FCNN [11] 99.5 ∗ 98.2 98.7

EP-CNN [11] 98.8 ∗ 98.5 97.1

EP-LSTM [11] 98.6 ∗ 97.8 96.7

DNN [6] 97.85 99.96 97.58 98.76

LSTM-RNN [6] 98.83 99.98 98.68 99.33

DBN [6] 99.91 99.99 99.92 99.95

[28] 99.98 ∗ ∗ 99.53

∗ unspecified

Table 5
Comparison of multi-class classification results for proposed approach and previous studies

Method Accuracy Precision Recall F1-score

Proposed Approach 98.74 98.74 98.72 98.74

GAN-RF [12] 99.83 98.68 92.76 95.04

DNN [6] 97.01 88.08 88.04 88.06

LSTM-RNN [6] 98.10 92.44 92.41 92.43

DBN [6] 98.95 95.82 95.81 95.81

[36] 99.89 ∗ ∗ ∗
SGM-CNN [35] 99.85 99.88 ∗ 99.86

IGAN-IDS [9] 99.79 ∗ ∗ 99.79

∗ unspecified

6. Conclusion

In recent years, the rise in internet traffic and network communication has increased

the importance of ensuring the security and privacy of data. In this context, many

IDSs have been developed to monitor network traffic and alert network administrators

when to counter cyber-attacks. Despite the significant advances in IDS technology,

most of the solutions are still insufficiently robust and effective. There are several

reasons for this situation, including the increase in the volume of data (both stored

and passing through networks), the dynamic nature of network behavior, the presence

of low-frequency attacks, the difficulty of gathering reliable training data, and the

diversity in the protocols that are used in networks.

Moreover, recent years have also experienced the progress of artificial-intelligence

techniques; specifically, deep-learning solutions eliminate the need for feature engi-

neering and show great performance in pattern retrieval.
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In this context, this paper presents a novel approach for intrusion detection by

employing the conversion of network traffic into images and classifying them with

convolutional neural networks. As compared to conventional machine-learning meth-

ods, it can be seen that the proposed model produced better results. As compared to

the related studies, the obtained results were close to the sophisticated approaches.

This demonstrates the positive effect on any results by simply changing the problem

space rather than establishing complex mechanisms.

A future proposal would be to apply the proposed approach to different attack

cases and to evaluate the resulting images in more detail. When the relationships

between any attack images are revealed, it can be possible to detect new attacks.

Another issue could be to address the need for the explainability of deep-learning

models. Thanks to explainability, the weak spots of a model can be identified and re-

duced, leading to more reliable and accurate outcomes. The explainability and inter-

pretability of such models will undoubtedly become a significant research area on IDSs

in the future.
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