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NOVEL FRAMEWORK
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FROM SOCIAL MEDIA
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Abstract One of the factors that improve businesses in business intelligence is
summarization systems that can generate summaries based on sentiment
from social media. However, these systems cannot produce such summaries
automatically; they use annotated datasets. To support these systems with
annotated datasets, we propose a novel framework that uses pattern rules. The
framework has two procedures: 1) pre-processing, and 2) aspect knowledge-base
generation. The first procedure is to check and correct any misspelled words
(bigram and unigram) by a proposed method and tag the parts-of-speech
of all of the words. The second procedure is to automatically generate an
aspect knowledge base that is to be used to produce sentiment summaries by
sentiment-summarization systems. Pattern rules and semantic similarity-based
pruning are used to automatically generate an aspect knowledge base from
social media. In the experiments, eight domains from benchmark datasets of
reviews are used. The performance evaluation of our proposed approach shows
the highest performance when compared to other unsupervised approaches.
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1. Introduction

With the rapid increase of internet technologies, social media such as Facebook,
Twitter, e-commerce websites, etc. have become popular recently [2], which will
affect internet users’ feelings, comments, or feedback with others. User-generated
content on social media is being increased day-by-day and is becoming a valuable
source. These useful opinionated reviews can be found a huge volume of unstructured
texts. To get relevant information by retrieving and mining opinions from the huge
volume is one of the tasks in opinion mining. Because of the beneficial effects on
understanding customer opinions, opinion mining has been studied by researchers
in many languages [1,8,12,21,22,25,29,32] and applied to sentiment-summarization
systems [11,13,14,33]. These summarization systems can help people observe different
perspectives from their summaries to make decisions. For example, visual summaries,
textual summaries, and structured summaries were generated from customer reviews
in Figure 1 [5, 11, 14, 19, 37]. Improving businesses via these summarization systems
is a target of business intelligence [7].

Figure 1. Sentiment summaries generated from customer reviews

To generate such summaries, these summarization systems feature three major
steps [14]: 1) extracting the aspects (features) of an entity that have seen interest
and been mentioned by Internet users; 2) determining the opinion sentences
(positive/negative) in reviews; and 3) generating summaries based on the results
of the first two steps. Although sentiment-summarization systems did not include
Step 1 and/or Step 2, they could generate summaries such as [11, 33, 44], etc. These
sentiment-summarization systems used aspects and polarities that were annotated. To
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automatically generate sentiment summaries, these summarization systems need to
do three steps automatically without providing annotations of aspects and polarities.
Hence, the first step (aspect extraction) plays a vital role in these systems.

In textual reviews of social media, there are two kinds of opinions: coarse-grained
opinions, and fine-grained opinions [25]. A coarse-grained opinion detects an overall
opinion for an entity, whereas a fine-grained opinion is concerned with specific
attributes of the entity. Extracting the specific attributes of the entity is useful
because these extracted attributes are conveyed regarding what the customers’
opinions on the details of the entity are. These specific attributes of the entity are
called aspects. The result of an extracting process is called aspect extraction [5]. For
example, from the opinion sentence, “The camera is awesome”, an extracted aspect is
“camera”. Aspect extraction is a difficult task of sentiment analysis because customers
have different ways of expressing their opinions.

In previous works, the syntactic-based studies that were used to extract aspect
from customer reviews were rule-based. Most of these studies extracted aspects from
a simple sentence. Some aspects missed extraction if some aspects were the same
constituent of a simple sentence. For example, from the sentence, “The speed and
memory are very good”, the aspect of “memory” was extracted, but the aspect of
“speed” was not.

To overcome these drawbacks, we propose an aspect knowledge-base generation
using pattern rules (AKGPR) framework in this study to enhance a mechanism
for sentiment summarization. Social media (e.g., product or service reviews from
e-commerce websites) is an input for the AKGPR framework. The pre-processing
processes correct misspelled words and tags the POS (part-of-speech) of each input
word. The AKGPR framework uses pattern rules to automatically generate aspect
candidates and useful information from social media. A large number of
aspect candidates are extracted; however, many extracted aspect candidates are
not associated with an entity in the text of social media. A semantic-based
pruning technique is applied for the pruning process. An output that consists of
extracted aspect candidates and useful information is an aspect knowledge base. The
contributions in this work propose an aspect knowledge-base generation using pattern
rules (AKGPR) framework that generates an aspect knowledge base by using
pattern rules. Pattern rules that are based on syntax can extract aspects from both
simple and compound sentences.

The rest of the paper is organized as follows. In Section 2, the background of and
related work on aspect extraction are presented. In Section 3, the proposed framework
architecture is explained in detail. Later, the test results and evaluation are explained
in Section 4. Finally, the derived conclusions and future work are given in Section 5.

2. Background and related work

In this section, previous studies that are related to aspect extraction will be discussed.
These studies are divided into supervised and unsupervised approaches based on
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whether the use of annotated data for the training processes is required or not. Before
introducing approaches to aspect extraction, we introduce some terminologies.

Domain-independent and Domain-dependent Opinion [38]: a domain-independent
opinion is a word that always conveys only one sentiment, such as “good,” “bad,”
“love,” or “hate.” The meaning of the opinion word is clearly positive or negative.
A domain-dependent opinion is a word whose sentiment depends on an aspect in
a specific domain. For example, “small” for a picture size means it is difficult to see
(negative meaning), but “small” for a cellphone size means it is easy to carry (positive
meaning).

Explicit Aspect and Implicit Aspect [25]: an explicit aspect occurs in an
opinionated sentence, whereas an implicit aspect does not occur in an opinionated
sentence. For example, the sentence, “The picture quality is good.” has an explicit
aspect of “picture quality” because “picture quality” occurs in the sentence. The
sentence, “The phone is heavy.” has an implicit aspect of “weight” because “weight”
does not occur in the sentence and is being mentioned by the user.

Subjective Aspect and Objective Aspect [17]: a subjective aspect is an aspect that
has a relationship with an opinion word, whereas an objective aspect does not have
any relationship with an opinion word. For example, the sentence, “This camera is
awesome.” has a subjective aspect of “camera” because “camera” has a relationship
with “awesome.” The sentence, “This phone comes with a rechargeable battery.” has
an objective aspect of “rechargeable battery” because “rechargeable battery” does not
have any relationship with any opinion word.

2.1. Aspect extraction using supervised approaches

Supervised approaches use annotated data in a training process; then, the output of
the training process is used to extract aspect. Jin et al. [16] introduced a model
that was based on lexicalized hidden Markov models (HMM) to extract aspects
and opinions from customer reviews. The model was trained by multiple linguistic
features. Jakob and Gurevych [15] used a conditional random field (CRF) model to
extract aspects. A set of domain-independent features (e.g., POS tags, dependency
relations, etc.) was used to train the CRF model. Before training, these models
applied methods for selecting features. Liu et al. [25] proposed automated rule
selection approaches that were used in a greedy algorithm and a local search algorithm.
These proposed approaches were based on the dependency relationships between
aspects and opinion words and are known as rule selection greedy (RSG and RSG+),
rule selection local search (RSLS and RSLS+), and CRF+ algorithms. Feng et
al. [9] presented an approach to extracting aspects by adopting topic modeling and
synonyms. Nawaz et al. [30] introduced an approach by using a normalized Google
distance and ConcepNet (NGD + CNET) in order to apply to an aspect-extraction
problem. Tubishat et al. [45] suggested the improved whale optimization algorithm
+ pruning algorithm (IWOA + PA) to extract aspects. Deep neural network models
have been proposed to extract aspects. Poria et al. [34] suggested a model that
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combined a convolutional neural network (CNN) with linguistic patterns for aspect
extraction. Ying et al. [48], Li & Lam [24], and Li et al. [23] proposed models that were
based on long short-term memory (LSTM) to extract aspects. In addition, Mai &
Le [27] proposed models that were based on LSTM to extract aspects for Vietnamese
reviews. The supervised approach had some cost for the training process, and its
performance depended on the trained dataset.

2.2. Aspect extraction using unsupervised approaches

Unsupervised approaches do not require annotated data in the training process; these
include studies that were statistic-based, ontology-based, or rule-based.

The first group from the unsupervised approach is statistic-based, which uses
frequency to extract aspects. All of the studies in this group [14, 22, 46] use
an association rule-mining algorithm to extract aspect candidates. Hu & Liu [14] used
association rulemining (ARM)tocalculate the frequencies ofnounphrases.Wei et al. [46]
also used the association rule-mining algorithm to extract aspects via the proposed
semantic-based product feature-extraction (SPE) method. Meanwhile, Li et al. [22]
used the Apriori algorithm to extract aspect candidates for Chinese reviews.

The second group from the unsupervised approach is ontology-based. Marstawi
et al. [28] and Konjengbam et al. [20] used an ontology to extract aspects from reviews.
Marstawi et al. [28] built an ontology by using the GATE ontology editor. Meanwhile,
Konjengbam et al. [20] built an ontology by using extracted aspect candidates and
their relationships.

The third group from the unsupervised approach is rule-based. Some studies in
this group [17,25,36] use dependency relationships between aspects and opinion words.
Qiu et al. [36] suggested a double-propagation (DP) algorithm based on dependencies
to extract aspects. However, there were incorrect aspects in this study because
of propagation. To overcome this problem and increase the algorithm’s accuracy,
Liu et al. [25] and Kang & Zhou [17] proposed the DP extension method (DP+)
and rule-based methods (RubE), respectively. The DP+ method [25] was used to
extract aspects by extending the dependency relationships in DP (18 dependency
relationships). RubE [17] was used to extract subjective aspects by using the extended
DP method and was used to extract objective aspects by using a hybrid method (which
combined a part-whole relationship and review-specific patterns). The other studies
that used syntax are [3, 4, 13, 18, 26, 29, 35, 38, 39]. Htay et al. [13] proposed patterns
for extracting aspects with their opinion words/phrases from customer reviews.
The parts-of-speech (POS) of opinion words/phrases for extracting aspects are
adjectives, adverbs, verbs, and nouns. Khan et al. [18] suggested hybrid dependency
patterns to extract aspects from customer reviews. The hybrid dependency patterns
were combined lexical relationships with an opinion context. Maharani et al. [26]
introduced a set of syntactic patterns to extract aspects from customer reviews;
these syntactic patterns were determined manually. Asghar et al. [3] introduced an
aspect-based opinion-mining framework that was used to extract aspects by using
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heuristic patterns. Mataoui et al. [29] proposed an approach that used syntactic rules
for the Arabic language to extract aspects. This approach had five steps and was
allowed to update the rules. Rana & Cheah [38] introduced a two-fold rules-based
model (TF-RBM) to extract aspects; this model used sequential pattern rules that
were combined with domain-independent opinions and domain-dependent opinions for
the first and second folds, respectively. Rana & Cheah [39] introduced a sequential
pattern rules-based (SPR) approach to automatically generate sequential pattern rules
for extracting aspects. Bagheri et al. [4] and Poria et al. [35] proposed two models
for extracting explicit and implicit aspects. Bagheri et al. [4] used POS patterns and
heuristic rules to extract explicit aspects, and a graph was used to extract implicit
aspects. Poria et al. [35] used the rule-based approach on common-sense knowledge
and dependency trees to extract explicit and implicit aspects.

3. Proposed method

To automatically generate an aspect knowledge base from social media for the
sentiment-summarization systems, the proposed framework of aspect knowledge-base
generation using pattern rules (AKGPR) is illustrated in Figure 2 and is constituted
by two main procedures: 1) pre-processing, which includes misspelling correction
by using a dictionary, and a mismatch threshold λ for updating new words in the
dictionary (POS Tagging); and 2) aspect knowledge-base generation (AKG), which
includes aspect candidate extraction by using an opinion lexicon and pattern rules,
aspect pruning by using keywords (KW) and Word2Vec, and a similarity threshold φ

for selecting aspect candidates. The input of the proposed framework is social media;
e.g., product or service reviews from e-commerce websites. The output of the proposed
framework is an aspect knowledge base that will be used in the next steps of the
sentiment-summarization systems. All of the functionsarediscussed in thenext sections.

Figure 2. Architecture of aspect knowledge-base generation
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3.1. Misspelling correction

This function aims to correct any misspelled words from a dictionary. Before checking
and correcting misspelled words in the text of social media, this function will
remove some special characters in the text of social media such as numbering or
bulleting at the beginnings of sentences, pairs of quotations, html tags, etc. These
special characters affect the extraction of the aspect; hence, eliminating these special
characters from the text is necessary. Regular expressions are used to eliminate these
special characters.

There are two types of misspelled words: non-word error, and real-word error [6].
A non-word error has no meaning and does not exist in the dictionary, while
a real-word error exists in the dictionary and is not suitable in the context of that
sentence. In this function, the non-word error process is conducted in this study. Our
proposed idea is used to check and correct misspelled words in terms of bigrams and
unigrams. Furthermore, new misspelled words and their correct replacements are also
updated on the dictionary if their scores are lower than mismatch threshold λ. The
smaller the score, the more two words match.

The Jaccard distance [31] and Levenshtein distance (edit distance) [10] can be
used to check the dissimilarity of two words. The Levenshtein distance scores of the
two words are the same; however, the Jaccard distance scores for those two words
are different. Moreover, the Jaccard distance scores also show the total different
characters in a set of characters of the misspelled word as well as the correct word. For
example, the Levenshtein and Jaccard distance scores for “computer” with “computor”
and “computar” are shown in Table 1. The Levenshtein distance scores for the two
incorrect words for “computer” with “computor” and “computar” are equal to one;
however, the Jaccard distance scores for “computer” with “computor” and “computar”
are 1/8 (0.13) and 2/9 (0.22), respectively. Note that the 1/8 score means that there
is one character that is different within eight characters (the set of characters of
the misspelled word and the correct word). Hence, the Jaccard distance is used in
our study to calculate the scores of a misspelled word and the corrected word. The
difference between a misspelled word and a correct word is only one character within
the set of characters of the misspelled word and the correct word. In our system,
mismatch threshold λ is set to 0.2.

Table 1
Example of Jaccard and Levenshtein distances between “computer” and other words

Distance
Word

computer computor computar computors computars computers
Jaccard 0 1/8=0.13 2/9=0.22 2/9=0.22 3/10=0.30 1/9=0.11
Levenshtein 0 1 1 2 2 1

Samanta and Chaudhuri [41] suggested a method that is based on a ranking of
each word in a confusion set to detect an unigram misspelled word and correct it. The
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confusion set of a candidate word include words from a dictionary if the Levenshtein
distance of the candidate word and the word in the dictionary was equal to one.
Clark and Araki [6] and Singh and Sachan [42] proposed the detection of an unigram
misspelled word and how to correct it if a corresponding correct word existed in
the dictionary. Our system proposes misspelled words in terms of both bigrams and
unigrams. The new misspelled words and their corrected words are also updated in
the dictionary.

3.2. POS tagging

The proposed framework is designed to mine interesting aspects from social media by
using pattern rules. Hence, all words in a text are needed to tag part-of-speech (POS).
This is an aim of the POS-tagging function. The POS tagger from the SpaCy [43]
library for Python is used.

3.3. Aspect candidate extraction

The purpose of the aspect candidate-extraction function is to extract aspect
candidates from the social media text that was pre-processed in the previous step. The
function uses pattern rules and an opinion lexicon dictionary. Before discussing the
function in detail, this study introduces the pattern rules (PRs) and opinion lexicon
(OL) dictionary as the following:

Pattern rules (PRs)
The pattern rules (PRs) are determined by using the relationship between the

aspect and an opinion word. The relationships that are based on a syntactic structure
are determined from the dependency tree of the categories [40]. The dependency tree
of the categories is the fundamental constituent of the grammatical framework. The
grammatical framework1, which is currently maintained by Krasimir Angelov et al.,
is used to build the systems (e.g., translations, multi-language web tools, etc.) for
more than 30 languages (e.g., English, French, etc.). From the dependency tree of
the categories, the English language syntax of a sentence or a clause is considered
and shown in Figure 3. For each node, the category (POS) and the description of the
category are shown in Table 2.

Before discussing a method for determining the PRs, the study introduces
a sequential pattern of a common noun (sCN) as the following:

In social media, Internet users can express their feelings about one or many
attributes of the products/services that they purchased/used. These attributes can
express together can describe in their comments/feedback and can be a single word
for a noun, multiple words for a noun phrase, or a list of nouns/noun phrases. These
attributes are usually potential aspects, and their categories (POS) are usually nouns.
Hence, all of these attributes are needed to be detected. However, a common noun
(CN) in Figure 3 has a main constituent that is a noun (N).

1http://www.grammaticalframework.org/

http://www.grammaticalframework.org/
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Figure 3. Dependency tree for Group 1 (adjective describes noun)

Table 2
List of categories [40]

Category Description of category Category Description of category
A/A2 adjective Ord ordinal number
AP adjectival phrase PN proper name
Adv adverb Predet predeterminer
Art Article Prep preposition
CN common noun (without Pron personal pronoun

determiner) Quant quantifier
Card cardinal number RCl relative clause
Cl declarative clause RP relative pronoun
Conj conjunction RS relative
Det determiner phrase S sentence
Digits cardinal or ordinal in digits V verb
N noun V2 two-place verb
N2 relational noun V3 three-place verb
N3 three-place relational VP verb phrase

noun V* VA (adjective-complement verb)
NP noun phrase – VV (VP-complement verb)
Num number determining element V2* V2A (verb with NP/AP complement)
Numeral cardinal/ordinal in words – V2V (verb with NP/V complement)

To detect a sequence of these attributes in one sentence, the sequence of
a common noun (sCN) pattern is identified (as illustrated in Figure 4). In Figure 4,
an item in brackets () is optional, an arrow is a transition between two items, and the
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symbol “/” means “or.” Examples show that a single word, multiple words, or a list
of words are determined by using the sCN pattern in Figure 4 as follows:

• Determining single word (noun):
Given a tagged sentence “Audio/N is/V2A excellent/A ./ .”, the sCN can be
determined as a single word (noun) – “Audio”.

• Determining multiple words (noun phrase):
Given a tagged sentence “The/Art picture/N quality/N is/V2A great/A ./ .”, the
sCN can be determined is multiple words – “The picture quality”.

• Determining multiple words (noun phrase):
Given a tagged sentence “Quality/N of/Prep picture/N is/V2A good/A ./ .”, the
sCN can be determined is multiple words – “Quality of picture”.

• Determining list of nouns/noun phrases:
Given a tagged sentence “The/Art speed/N and/Conj memory/N are/V2A
very/Adv good/A ./ .”, the sCN can be determined as a list of a noun/noun phrase
– “the speed” and “memory”.

Figure 4. Diagram of representation of sequential pattern of common noun (sCN)

There are three steps for determining the pattern rules: 1) determining the
groups; 2) determining the sub-groups; and 3) determining the pattern rules.
Step 1 : Determining groups

The relationship between an aspect and an opinion word play a vital role in
determining the pattern rules. These relationships convey the sentiment for the
aspect; hence, they are grouped into groups according to the POS of the aspect
and the opinion word. One group consists of those relationships whose constituents
are the same (i.e., in the relationships, the POSs of the opinion words are the same,
and the POSs of the aspects are the same).

With the POS of the aspect (adjective/noun/verb) and the POS of the
opinion word (adjective/adverb/noun/verb) [14, 25], four groups of relationships are
determined: 1) adjective describes noun (adjective is opinion word/noun is aspect);
2) verb describes noun (verb is opinion word/noun is aspect); 3) noun describes noun
(noun is opinion word/other noun is aspect); and 4) adjective describes verb (adjective
is opinion word/verb is aspect).
Step 2 : Determining sub-groups

The sub-groups of each group are determined by using the positions of an aspect
and an opinion word. The four positions that the aspect and the opinion word can be
in are 1) noun phrase (NP), 2) verb phrase (VP), 3) sentence (S), and 4) compound
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sentence (CS). For determining the sub-groups for each group, the steps that are
carried out are as follows:

Step 2.1 : Determine position in which opinion word and aspect could be.

Step 2.2 : Check concurrence of position for opinion word and aspect in Step 2.1
– if position for opinion word and aspect is concurrent, save concurrence of position
(note that concurrence of position must be followed by English grammar).

Step 2.3 : Repeat Step 2.1 until all positions are checked.

More details of how to determine the sub-groups of Group 1 (adjective describes
noun) are as follows: In this group, the POS of an opinion word is an adjective (A),
and the POS of an aspect is a noun (N). For the NP position, the opinion word and the
aspect are concurrent – such as “a/Art good/A and camera/N.” The first sub-group
(Sub-group 1.1) of Group 1 is NPan. For the VP position, the opinion word and the
aspect are concurrent with a preposition between them – such as “I/Pron was/V2A
disappointed/A with/Prep quality/N ./.” The second sub-group (Sub-group 1.2) of
Group 1 is VPan. For the S position, the opinion word and the aspect are concurrent
when the opinion word is a verb phrase of this sentence and the aspect is a noun phrase
of this sentence – such as “audio/N is/V2A excellent/A ./.” The third sub-group
(Sub-group 1.3) of Group 1 is San. For the CS position, the opinion word and aspect
are concurrent when the opinion word is in one constituent of one sentence and the
aspect is in one constituent of the other sentence. A conjunction (e.g., “but”, “and”,
etc.) combines these two sentences. For instance, “I/Pron used/V the/Art player/N
and/Conj it/Pron is/V2A good/A ./.” The fourth sub-group (Sub-group 1.4) of
Group 1 is CSan.

By performing Steps 2.1–2.3, we also determine all of the sub-groups for Groups 2,
3, and 4. These sub-groups for Groups 1–4 are represented in Figure 3 (for Group 1)
and Figure 5 (for Groups 2, 3, and 4). In Figures 3 and 5, an arrowtail is an opinion
word, and an arrowhead is an aspect. All of the sub-groups for Groups 1–4 are
described as follows:

• For Group 1 (adjective describes noun), four sub-groups are determined:
Sub-group 1.1 is NPan, Sub-group 1.2 is VPan, Sub-group 1.3 is San, and
Sub-group 1.4 is CSan.

• For Group 2 (verb describes noun), two sub-groups are determined: Sub-group
2.1 is VPvn, and Sub-group 2.2 is Svn.

• For Group 3 (noun describes noun), three sub-groups are determined: Sub-group
3.1 is VPnn, Sub-group 3.2 is Snn, and Sub-group 3.3 is CSnn.

• For Group 4 (adjective describes verb), one sub-group is determined: Sub-group
4.1 is VPav.
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Figure 5. Dependency tree for Group 2 (verb describes noun),
Group 3 (noun describes noun), and Group 4 (adjective describes verb)

Note that NPxy is a noun phrase that consists of an opinion word and an aspect.
VPxy is a verb phrase that consists of an opinion word and an aspect. Sxy is a sentence
that consists of an opinion word in a verb phrase and an aspect in a noun phrase. CSxy is
a compound sentence that consists of anopinionword inone sentenceandanaspect in the
other (where xy means that x is the POS of opinion word, and y is the POS of the aspect).
Step 3: Determining pattern rules

A sub-group is constituted by constituents (POSs) that are compulsory and
optional; hence, there are some different ways to represent a sub-group. To determine
the pattern rules for each sub-group, the steps to perform are as follows:

Step 3.1 : Determine constituents (POS) for sub-group including POS for opinion
word and aspect.

Step 3.2 : Check concurrence of POS for opinion word and aspect in sub-group
in Step 3.1 – if POS for opinion word and aspect are concurrent, save and name
concurrence of POS for sub-group (note that sub-group can be represented by many
combinations of constituents’ POSs).

Step 3.3 : Decompose constituents into atomic constituents except for
constituents that do not need to determine POS of opinion word (e.g., RCl constituent,
CN constituent, etc.).

Step 3.4 : Combine patterns in Step 3.3 (if any).
Step 3.5 : Determine constituents of pattern in Step 3.4 for intensifier word,

opinion word, and aspect.
Step 3.6 : Repeat Step 3.1 until all possible POSs for constituents in sub-group

are checked.
Note that Step 3.2 is used to determine the syntax-based pattern rules. Steps

3.3–3.5 are used to determine the sequence-based pattern rules. In the pattern rules,
italicized words are opinion words, boldface words are aspect(s), intensifier words
are adverbs (Adv), bracketed words are optional, and italicized boldface words are
co-reference words. A constituent of a sentence may be repeated; hence, a subscript
(e.g., “a,” “b,” etc.) shows the positions for that constituent.
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More details of how to determine the pattern rules for Sub-group 1.1 (NPan) are
shown as follows: A noun phrase (NP) (in Figure 3) consists of many constituents,
such as pronouns (Pron), adjective phrases (AP), common nouns (CN), relative
clauses (RCl), etc. In Sub-group 1.1 (NPan), we need to determine an adjective
for an opinion word and a noun for an aspect. An AP consists of an adjective, a CN
consists of a noun, and AP and CN are concurrent. The first syntax-based Pattern
Rule 1.1(1) for Sub-group 1.1 is AP + CN. By decomposing the constituents of 1.1(1),
the AP is decomposed into A or Adv + A. The CN does not need to be decomposed,
as determining an opinion word is not necessary here. After decomposing, there
are two possible sequence-based pattern rules for 1.1(1): A + CN, and Adv + A +
CN. These pattern rules can be combined into (Adv) + A + CN. To determine the
constituents for an opinion word and an aspect, the sequence-based pattern rule for
1.1(1) is (Adv) + A + CN. An RCl is a relative clause and can have an adjective. The
second syntax-based Pattern Rule 1.1(2) is CN + RCl. To decompose the constituents
of 1.1(2), the RCl is decomposed into RP + V2A + A or RP + V2A + Adv + A.
The CN does not need to be decomposed, as determining an opinion word is not
necessary here. After decomposing, there are two possible sequence-based pattern
rules for 1.1(2): CN + RP + V2A + A, and CN + RP + V2A + Adv + A. These
pattern rules can be combined into CN + RP + V2A + (Adv) + A. To determine
the constituents for an opinion word and an aspect, the sequence-based pattern rule
for 1.1(2) is CN + RP + V2A + (Adv) + A.

To perform Steps 3.1–3.6 as Sub-group 1.1, 20 pattern rules are determined (as
shown in Table 3). The first column is the pattern number, the next two columns
of Table 3 are sub-group name and sub-group ID, and the last two columns are
syntax-based and sequence-based pattern rules, respectively, in which the syntax-based
pattern rule column shows the pattern rules that are designed by using the dependency
tree and syntax rules. The sequence-based pattern rule column presents the pattern
rules that are sequentially generated in the details of the constituents from the
syntax-based pattern rule. Note that one syntax-based pattern rule might be
generated one or more times than one sequence-based pattern rule; for example,
the syntax-based pattern rule of Sub-group 1.3(1) could be generated into two
sequence-based pattern rules (P4 and P5).

In addition, the sequence-based rule can simultaneously determine more than one
aspect if these exist in one sentence. All of the CN in the last column of Table 3 use
the sequential pattern of a common noun (sCN) in Figure 4.

The examples show that potential aspects, opinion words, and intensifier words
are detected by the pattern rules as follows:

• Detect aspect, opinion word, and intensifier word in NP, Sub-group 1.1(1) or
NPan:
Review sentence: It is good pictures and white balance.
Taggedsentence: It/Pron is/V2Agood/Apictures/Nand/Conjwhite/Abalance/N ./.
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Sequence-based Pattern Rule (P1): (Adv) + A + CN.
Detected by Pattern Rule (P1): It/Pron is/V2A good/A pictures/N and/Conj
white/A balance/N ./.

• Detect aspect, opinion word, and intensifier word in sentence S, Sub-group
3.2(2b) or Snn:
Review sentence: Lens and memory are the best features.
Tagged sentence: Lens/N and/Conj memory/N are/V2A the/Art best/A
features/N ./.
Sequence-based Pattern Rule (P15): CN+ V2A + (Adv) + A + N.
Detected by Pattern Rule (P15): Lens/N and/Conj memory/N are/V2A the/Art
best/A features/N ./.
Note that there are no intensifier words in these examples; this is because adverbs do
not exist in these tagged sentences.
Opinion lexicon (OL) dictionary

The opinion lexicon (OL) dictionary is one of the important factors for extracting
aspect candidates. Opinion words in the OL dictionary are used to determine aspect
candidates. The OL dictionary is built by combining two well-known opinion lexicon
dictionaries (Hu & Liu’s opinion lexicon [14] and MPQA’s opinion lexicon [47]). The
OL dictionary has 2759 positive words and 5552 negative words.
Aspect Candidate-Extraction function

The aspect candidate-extraction function is used to extract aspect candidates
from social media (e.g., customer reviews) by using the pattern rules (PRs) in
Table 3 and the OL dictionary (the social media text is pre-processed in the previous
step). During the extraction of the aspect candidates, this function also extracts
other useful information such as opinion words and intensifiers. Aspect candidates
with useful information are used to generate the summaries. The definitions are
introduced as follows:

let ac be aspect candidate;
let ow be opinion word in OL dictionary;
let iw be intensifier word.

Definition 3.1 An AOI (aspect-opinion-intensifier) is a set of quadruple
elements < ac, ow, iw, tF > in a review in Equation (1):

AOI = {< aci, owi, iwi, tFi >}, (1)

where i is the index of an aspect candidate, 1 ≤ i ≤ n, n is the number of extracted
aspect candidates, and tFi is the total frequency of an extracted triple (aci, owi, iwi).

The aspect candidate-extraction algorithm in Algorithm 1 is used to extract
aspect candidates and other useful information (e.g., opinion words and intensifiers)
from the reviews. Line 1 is used to initialize the AOI, and Lines 2–14 are used to
extract aspect candidates. The algorithm starts with a check for matching a sentence
S with each pattern p (Line 4).
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If sentence S matches pattern p, three items (an intensifier word, an opinion
word, and aspect candidates) are extracted from sentence S as pattern p (Lines 5–7).
In these items, a triple (aci, owi, iwi) for each aspect candidate is checked if an opinion
word is in the OL dictionary. If the triple (aci, owi, iwi) is not in the AOI, then the
triple is added to the AOI and tFi is assigned to one (Lines 10–12). If the triple
(aci, owi, iwi) exists in the AOI, then its tFi value is increased by one (Line 14). On
Line 15, the algorithm returns the AOI.

Algorithm 1: Aspect candidate extraction
Input : Review R, pattern rules PRs, opinion lexicon OL
Output : AOI (Aspect-Opinion-Intensifier)

1 AOI = < aci, owi, iwi, tFi > /* ac: aspect candidate; ow: opinion word; iw:
intensifier word, tF : total frequency */

2 for each sentence S in review R do
3 for each rule p in PRs do
4 if S matches p then
5 iwi ← extract intensifier word from S

6 owi ← extract opinion word from S

7 tmpaspecti ← extract all aspect candidates from S

8 if owi exists in OL then
9 for each aspect candidate aci in tmpaspecti do

10 if triple (aci, owi, iwi) is not in AOI then
11 add (aci, owi, iwi) to AOI
12 tFi ← 1

13 else
14 tFi ← tFi + 1

15 return AOI

Some examples show that aspect candidates and useful information (AOI) are
extracted by the aspect candidate-extraction function as follows:

• Extract one aspect candidate from one sentence:
Given a tagged sentence (S1): “It/Pron is/V2A a/Art beautiful/A picture/N ./ ”.
In the tagged sentence, “beautiful/A picture/N” matches Pattern Rule P1, in which
“beautiful ” is an adjective and exists in the opinion lexicon (OL). “picture” is extracted
as an aspect candidate. A triple (picture, beautiful, null) is not in the AOI; thus,
(picture, beautiful, null, 1) is added to the AOI.

• Extract one aspect candidate from one sentence:
Given a tagged sentence (S2): “A/Art picture/N is/V2A beautiful/A ./ ”. In the
tagged sentence, “A/Art picture/N is/V2A beautiful/A” matches Pattern Rule P4,
in which “beautiful ” is an adjective and exists in the opinion lexicon (OL). “picture”
is extracted as an aspect candidate. A triple (picture, beautiful, null) exists in the
AOI; thus, tFi is increased by one for the triple (picture, beautiful, null).
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• Extract two aspect candidates from one sentence:
Given a tagged sentence (S3): “I/Pron highly/Adv recommended/V this/Quant
phone/N and/Conj lens/N ./ ”. In the tagged sentence, “highly/Adv recommended/V
this/Quant phone/N and/Conj lens/N” matches Pattern Rule P9, in which
“recommended ” is a verb and exists in the opinion lexicon (OL). The words “phone”,
“lens” are extracted as aspect candidates. Triple (phone, recommended, highly) and
(lens, recommended, highly) are not in the AOI; thus, (phone, recommended, highly,
1) and (lens, recommended, highly, 2) are added to the AOI.

• Extract aspect candidate from a compound sentence:
Given a tagged sentence (S4): “My/Pron dad/N has/V a/Art phone/N and/Conj
it/Pron has/V great/A functions/N ./ ”. In the tagged sentence, “My/Pron dad/N
has/V a/Art phone/N and/Conj it/Pron has/V great/A functions/N ” matches
Pattern Rule P17, in which “great” is an adjective and exists in the opinion lexicon
(OL), “it” is the co-reference of “phone”. The word “phone” is extracted as an aspect
candidate. Moreover, in the tagged sentence, “great/A functions/N” matches Pattern
Rule P1, in which “great” is an adjective and exists in the opinion lexicon (OL). The
word “functions” is extracted as an aspect candidate. Triple (phone, great, null) and
(functions, great, null) are not in the AOI; thus (phone, great, null, 1) and (functions,
great, null, 2) are added to the AOI.

The AOIs for for Sentences S1 through S4 are briefed in Table 4. First column i

is an index of the aspect candidates, and the rest of the columns show the aspect
candidates and their information (owi, iwi, tFi).

Table 4
AOI (aspect-opinion-intensifier) for Sentences S1 through S4

AOI
i aci owi iwi tFi

1 picture beautiful null 2
2 phone recommended highly 1
3 lens recommended highly 1
4 phone great null 1
5 functions great null 1

3.4. Aspect pruning

Choosing aspects from the aspect candidates in order to increase the overall accuracy
of the system is an aim of the aspect-pruning function. To choose aspects from the
candidates, all aspect candidates are calculated by a semantic similarity score between
the candidates and the keywords. To attain a semantic similarity score between two
words, we applied cosine similarity and Word2Vec (Word2Vec is a pre-trained model
provided by SpaCy [43] with 300 dimensions).

For all aspect candidates, each candidate is calculated by its semantic similarity
score with all keywords. After this calculation, a candidate will be eliminated if
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its score is lower than a given threshold (similarity threshold φ). This threshold is
a parameter and can be set up by the user.

Keyword KW is a set of words that is used to calculate the similarity scores
between words and aspect candidates. The words in KW are built from two resources:
1) expert-based words, and 2) score-based words. The expert-based words are
provided by experts, and the score-based words are those words that are chosen from
the aspect candidates if their scores are the highest [4]. The formula for calculating
the scores is shown in Equation (2):

score(a) = f(a) ·
∑
i

log2(

[
f(a, bi)

f(a) · f(bi)

]
·N + 1), (2)

where a is the current aspect, f(a) is the number of sentences in the corpus where
a appeared, and f(a, bi) is the frequency of the co-occurrence of aspect a and bi in
each sentence. bi is the ith aspect in the list of aspect candidates, and N is the number
of sentences in the corpus.

Algorithm 2: Aspect pruning
Input : AOI (aspect-opinion-intensifier) = {< aci, owi, iwi, tFi >},

Keyword KW, similarity threshold φ, Word2Vec
Output : aspect knowledge base AK

1 AK ← ∅ /* AK is Aspect Knowledge base */
2 IA ← ∅ /* IA is a set of aspects in which the similarity score is lower than

the threshold */
3 for each aspect candidate aci in AOI do
4 if aci is not in IA then
5 if aci is not in AK then
6 tSS ← calculate similarities between aci and each keyword of KW

using cosine similarity and Word2Vec
/* tSS (temporary Similarity Score) is used to keep similarity
scores */

7 if similarity score of tSS ≥ φ then
8 add (aci, owi, iwi, tFi) to AK
9 else

10 add aci to IA

11 else
12 add (aci, owi, iwi, tFi) to AK

13 return aspect knowledge base AK

The aspect-pruning algorithm in Algorithm 2 is used to choose aspects from the
candidates. Line 1 is used to initialize aspect knowledge base AK. Line 2 is used to
initialize a set of aspects IA whose similarity scores are lower than the threshold. The
set of the AOI has many members, and there are aspect candidates ac of members that
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could be the same. To do the step only one time for those members of the AOI that
have the same aspect candidate ac, the set of aspects IA is used to keep the aspect
candidate that is lower than the threshold. On Lines 3–12, the algorithm chooses
aspects from the aspect candidates. At each aspect candidate aci, if aci is not in IA
and AK, then the semantic similarity scores with all keywords KW are calculated by
using cosine similarity and Word2Vec and kept in tSS (Line 6). The temporary
similarity score (tSS) is used to calculate the semantic similarity scores. If the
semantic similarity score of tSS is greater than or equal to the given threshold φ, then
the algorithm adds a quadruple (aci, owi, iwi, tFi) to the AK (Lines 7–8); otherwise
(i.e., all of the semantic similarity scores are lower than threshold φ), then aci is
added to the IA (Line 10). If aci is in the AK and not in the IA, then a quadruple
(aci, owi, iwi, tFi) is added to the AK (Lines 11–12). In Line 13, aspect knowledge
base AK is returned by the algorithm.

The similarity threshold φ in Algorithm 2 of the aspect-pruning procedure is
used to eliminate irrelevant candidates; the higher this value, the closer the semantic
similarities of the two candidates are. Similarity threshold φ is set to 0.8 in our study.

4. Results and discussion

4.1. Dataset

In our experiments, two benchmark datasets for the aspect-extraction task that have
been used by many researchers are conducted for evaluation. The first dataset [14] has
five review domains (Canon, Nikon, Nokia, MP3 player, and DVD player). The second
dataset [25] has three review domains (computer, wireless router, and speaker). The
detailed description for each domain is in the format domain_name(domain number,
number of sentences, number of aspects). The detailed descriptions for all of the
domains are as follows: Canon (D1, 597, 237); Nikon (D2, 346, 174); Nokia (D3, 546,
302); MP3 (D4, 1,716, 674); DVD (D5, 740, 296); Computer (D6, 531, 354); Router
(D7, 879, 307); and Speaker (D8, 689, 440).

4.2. Experimental results

In this part, we compare the proposed AKGPR framework with other approaches for
aspect extraction by using the precision (P ), recall (R), and F1-score (F1) measures.
P , R, and F1 based on true positives (TP ), false positives (FP ), and false negatives
(FN) have been used by researchers [14, 34, 39]. To calculate these values, we use
two sets: E is the set of extracted aspects, and A is the set of annotated aspects in
the datasets. These formulas are P = TP/(TP + FP ), R = TP/(TP + FN), and
F1 = (2 · P · R)/(P + R), where TP is |E ∩ A|, FP is |E \ A|, and FN is |A \ E|.

The unsupervised approaches that were used to compare with the proposed
AKGPR framework are association rule mining (ARM) [14], semantic-based product
feature extraction (SPE) [46], double propagation (DP) [36], DP+ [25], the two-fold
rule-based model (TF-RBM) [38], sequential pattern rule (SPR) [39], pattern
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knowledge [13], hybrid dependency patterns [18], syntactic patterns [26], heuristic
patterns [3], rule-based extraction (RubE) [17], and ontology [20].

Table 5 shows the comparisons of the performance of the experimented
approaches for D1 through D8 in terms of (a) precision, (b) recall, and (c) F1-score.
Each domain from two benchmark datasets is used to compare the performance of
the proposed AKGPR framework with the unsupervised approaches (SPE, DP, DP+,
TF-RBM, SPR) shown in Tables 5a, 5b, and 5c. The first columns of the tables are
the name of the data (such as D1, D2, etc.). The next columns are the approaches,
and the last columns show the proposed AKGPR.

Table 5
Comparison of unsupervised approaches for D1–D8 domains:

a) precision; b) recall; c) F1-score

a)
Number SPE [46] DP [25] DP+ [25] TF-RBM [34] SPR [39] Proposed AKGPR

D1 0.49 0.60 0.47 0.71 0.77 0.92
D2 0.47 0.60 0.46 0.83 0.83 0.89
D3 0.57 0.58 0.46 0.90 0.84 0.91
D4 0.44 0.54 0.46 0.70 0.82 0.83
D5 0.52 0.53 0.46 0.83 0.79 0.91
D6 N/A 0.63 0.52 N/A N/A 0.88
D7 N/A 0.55 0.43 N/A N/A 0.77
D8 N/A 0.56 0.44 N/A N/A 0.90

b)
Number SPE [46] DP [25] DP+ [25] TF-RBM [34] SPR [39] Proposed AKGPR

D1 0.75 0.84 0.91 0.78 0.75 0.94
D2 0.76 0.79 0.89 0.87 0.89 0.70
D3 0.73 0.81 0.88 0.80 0.79 0.75
D4 0.65 0.75 0.88 0.80 0.76 0.83
D5 0.70 0.76 0.87 0.73 0.59 0.57
D6 N/A 0.78 0.88 N/A N/A 0.73
D7 N/A 0.85 0.94 N/A N/A 0.55
D8 N/A 0.81 0.91 N/A N/A 0.63

c)
Number SPE [46] DP [25] DP+ [25] TF-RBM [34] SPR [39] Proposed AKGPR

D1 0.59 0.70 0.62 0.74 0.76 0.93
D2 0.58 0.68 0.61 0.85 0.86 0.78
D3 0.64 0.68 0.60 0.85 0.81 0.82
D4 0.52 0.63 0.61 0.75 0.79 0.83
D5 0.60 0.62 0.60 0.78 0.68 0.71
D6 N/A 0.70 0.66 N/A N/A 0.80
D7 N/A 0.67 0.59 N/A N/A 0.64
D8 N/A 0.67 0.60 N/A N/A 0.74
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From Table 5a and Figure 6, our proposed AKGPR framework had the highest
precision in all of the domains (D1–D8) when compared with the other unsupervised
approaches. From Table 5c, our proposed AKGPR framework had the highest
F1-score in D1, D4, D6, and D8 (with values of 0.93, 0.83, 0.80, and 0.74, respectively)
when compared with the other unsupervised approaches.

a)

b)

Figure 6. Comparison of precision of unsupervised approaches for D1–D8 domains:
a) D1–D5 domains; b) D6–D8 domains

The supervised approaches compared among them are the convolutional neural
network + linguistic patterns (CNN + LP) [34], CRF+, RSG, RSG+, RSLS and
RSLS+ [25], the topic model [9, 45], normalized Google distance + ConceptNet
(NGD + CNET) [30,45], and the improved whale optimization algorithm + pruning
algorithm (IWOA + PA) [45].
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The comparisons among the supervised approaches are shown in Table 6a, 6b,
and 6c. Figure 7 shows the graph of the precision of the supervised approaches (from
D1 through D8).

Table 6
Comparison of supervised approaches for D1–D8 domains:

a) precision; b) recall; c) F1-score;

a)

Number CRF+ RSG RSG+ RSLS RSLS+ CNN + LP Topic model NGD + CNET IWOA + PA
[25] [25] [25] [25] [25] [34] [45] [45] [45]

D1 0.73 0.83 0.81 0.83 0.80 0.93 0.85 0.88 0.91
D2 0.70 0.83 0.83 0.86 0.86 0.82 0.89 0.81 0.91
D3 0.76 0.76 0.76 0.76 0.77 0.90 0.87 0.91 0.93
D4 0.70 0.72 0.69 0.73 0.70 0.92 0.88 0.90 0.93
D5 0.64 0.75 0.78 0.77 0.78 0.93 0.88 0.89 0.92
D6 0.64 0.78 0.76 0.74 0.78 N/A N/A N/A N/A
D7 0.71 0.69 0.72 0.70 0.72 N/A N/A N/A N/A
D8 0.69 0.71 0.73 0.71 0.74 N/A N/A N/A N/A

b)

Number CRF+ RSG RSG+ RSLS RSLS+ CNN + LP Topic model NGD + CNET IWOA + PA
[25] [25] [25] [25] [25] [34] [45] [45] [45]

D1 0.58 0.74 0.75 0.75 0.76 0.85 0.84 0.80 0.93
D2 0.76 0.76 0.83 0.75 0.85 0.87 0.87 0.85 0.92
D3 0.56 0.67 0.73 0.69 0.79 0.84 0.90 0.87 0.93
D4 0.57 0.66 0.78 0.67 0.77 0.86 0.87 0.87 0.95
D5 0.54 0.58 0.68 0.58 0.67 0.88 0.90 0.82 0.91
D6 0.56 0.69 0.74 0.74 0.71 N/A N/A N/A N/A
D7 0.61 0.74 0.79 0.77 0.79 N/A N/A N/A N/A
D8 0.57 0.67 0.69 0.70 0.70 N/A N/A N/A N/A

c)

Number CRF+ RSG RSG+ RSLS RSLS+ CNN + LP Topic model NGD + CNET IWOA + PA
[25] [25] [25] [25] [25] [34] [45] [45] [45]

D1 0.65 0.78 0.78 0.79 0.78 0.88 0.84 0.84 0.92
D2 0.73 0.79 0.83 0.80 0.85 0.84 0.88 0.83 0.91
D3 0.64 0.71 0.75 0.73 0.78 0.87 0.88 0.89 0.93
D4 0.63 0.69 0.73 0.70 0.73 0.89 0.87 0.88 0.94
D5 0.58 0.65 0.73 0.66 0.72 0.90 0.89 0.85 0.91
D6 0.60 0.73 0.75 0.74 0.74 N/A N/A N/A N/A
D7 0.66 0.72 0.75 0.73 0.75 N/A N/A N/A N/A
D8 0.62 0.69 0.71 0.71 0.72 N/A N/A N/A N/A
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a)

b)

Figure 7. Comparison of precision of supervised approaches for D1–D8 domains: a) D1–D5
domains; b) D6–D8 domains

Table 7 shows the performance of the precision, recall, and F1-scores among the
proposed AKGPR and the other unsupervised approaches for the group of domains.
TheData of each group is shown in the second column. The proposed AKGPR has
the highest precision in all groups. For the recall of Group 1, the proposed AKGPR
has the highest value (0.82). For the F1-score, the proposed AKGPR has the highest
value for Groups 1, 2, 3, and 5 (0.85, 0.82, 0.84, and 0.73, respectively).
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Table 7
Comparison of proposed AKGPR with other unsupervised approaches

Group Data Approach Precision Recall F1-Score
No.
1 D1, D2, D4 Syntactic Patterns [26] 0.63 0.73 0.67

Proposed AKGPR 0.89 0.82 0.85
2 D1, D3, D4, Ontology [20] 0.79 0.79 0.79

D5 Proposed AKGPR 0.89 0.77 0.82
3 D1, D2, D3, Pattern knowledge [13] 0.73 0.86 0.79

D4 Hybrid dependency patterns [18] 0.79 0.72 0.75
Heuristic Patterns [3] 0.83 0.71 0.77
Proposed AKGPR 0.89 0.81 0.84

4 D1, D2, D3, ARM [14] 0.80 0.72 0.76
D4, D5 SPE [46] 0.49 0.72 0.59

DP [25] 0.57 0.79 0.66
DP+ [25] 0.46 0.89 0.61
RubE [17] 0.88 0.87 0.88
TF-RBM [38] 0.79 0.80 0.79
SPR [39] 0.81 0.76 0.78
Proposed AKGPR 0.89 0.76 0.81

5 D6, D7, D8 DP [25] 0.58 0.81 0.68
DP+ [25] 0.46 0.91 0.68
Proposed AKGPR 0.85 0.64 0.73

5. Conclusion

In this work, the aspect knowledge-base generation using pattern rules (AKGPR)
framework to automatically generate an aspect knowledge base from social media
is proposed in order to support sentiment-summarization systems. The proposed
AKGPR framework could extract aspects in the forms of a single noun, a noun
phrase, and a verb (along with their useful information). With the proposed AKGPR
framework, two kinds of aspects (single and multi-word) are extracted by using the
pattern rules. Tagging the POS for each word and running the misspelling-correction
procedure are needed before extracting the aspects. The semantic similarity-pruning
method is used to choose aspects from aspect candidates to be in the aspect knowledge
base. The proposed AKGPR framework has the highest performance in terms of its
precision when compared to the other unsupervised approaches. The pattern rules
of the proposed AKGPR framework (which can be applied to different domains; e.g.,
business, tourism, etc.) do not need to incur any costs for the annotated datasets in
the training phase. In future work, we plan to extend the patterns with slang words
and emoticons.
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