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Abstract Research into the domain of reversible data-hiding has received a great deal of

attention in recent years due to its wide applications in medical image trans-

mission and cloud computing. Reversible data-hiding during image encryption

is a recently emerged framework for hiding secret data in an image during the

image-encryption process. In this manuscript, we propose a new reversible

data-hiding-through-encryption scheme that will ensure a high embedding rate

without bringing any additional overhead of key handling. The proposed al-

gorithm can use any secure symmetric encryption scheme, and the encryption

and/or decryption key should be shared with the receiver for data extraction

and image recovery. As per the proposed scheme, the data hider can hide three-

bits of a secret message in an image block of a size of B × B pixels. The data

extraction and image recovery will be carried out by analyzing the closeness

between adjacent pixels. The simulation of the new scheme carried out on the

USC-SIPI dataset shows that the proposed scheme outperforms the well-known

existing schemes in terms of embedding rates and bit error rates.
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1. Introduction

Data-hiding techniques have been widely used for secure message transmission

over the last three decades [2, 6]. Reversible data-hiding is a recently explored area

in the field of data-hiding [3]. In a reversible data-hiding scheme, a sender can em-

bed some secret message on a cover medium, and a receiver can extract the secret

message along with the recovery of the original cover medium. Digital images are

widely used as a cover medium; hence, reversible data-hiding on images is one of

the widely explored domains [18]. There are numerous applications for reversible

data-hiding; one of the main uses is in medical image transmission, where the sender

can embed patient details or diagnosis results in the medical image itself instead of

sending it as a separate text file [17]. Reversible data-hiding schemes can also be used

by cloud service providers to embed metadata on contents uploaded to cloud stor-

age by cloud users [25]. Conventional data-hiding schemes cannot be used by cloud

storage service providers, as all of these schemes permanently modify the original

image pixels and no cloud service providers have permission to do any such kinds of

modifications on its received data.

In general, three different roles will be played by the people in the reversible

data-hiding framework: the content owner, data hider, and receiver. The content

owner is the person who has the original image. The various roles in a reversible

data-hiding framework are graphically shown in Figure 1.

Figure 1. Various roles in reversible data-hiding framework

In medical image transmission, a doctor who treats a patient and holds his/her

medical images can be considered to be a content owner; in a cloud environment, users

who want to upload images to the cloud can be treated as content owners. The data

hider is responsible for embedding the desired data into the image. In the medical

image-transmission environment, the doctor or his/her staff will act as the data hider.

The cloud service provider may play the role of data hider in a cloud environment while

embedding metadata on the images received from a user. The receiver is responsible

for extracting the secret message from the stego image (an image that contains a secret
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message) and recovering the original image. A specialist doctor at the receiving end

may act as a receiver during medical image transmission. In a cloud environment,

the cloud service provider itself may do the metadata extraction from the image,

and the recovered image may be given back to the user without any damage. In

reversible data-hiding through an encryption scheme, the key assumption is that the

same person will play the role of both content owner and data hider.

The existing reversible data-hiding schemes can be broadly classified into three

categories:

• Reversible data-hiding in natural images: In this, original image pixels will be

updated by the data hider to embed secret message bits. Three main approaches

are widely explored for doing reversible data-hiding on natural images: histogram

shifting [15], difference expansion [9, 21], and lossless compression [3]. Later,

histogram shifting and reversible data-hiding schemes are improved by exploring

prediction error histograms and prediction-error expansion [4, 7, 16,20].

• Reversible data-hiding in encrypted images: In this, the data hider will receive an

encrypted image, and a secret message will be embedded on the image. The first

scheme in this category was introduced in 2011 by Xinpeng Zhang [26]. In 2012,

the same scheme was improved by bringing some side-match techniques to reduce

the bit error rate during image recovery [8]. Later, a few more reversible data-

hiding schemes were introduced for hiding data in encrypted images [23,24,27].

• Reversible data-hiding through encryption: This is a recently introduced tech-

nique for reversible data-hiding. The key idea of this scheme is that the reversible

data-hiding will be carried out during the image-encryption phase itself. The re-

versible data-hiding schemes in this category are discussed in [12–14].

In this paper, we propose a new reversible data-hiding-through-encryption

scheme that uses stream ciphers with matrix rotation and a sequence of predefined bit-

wise XOR operations for image-encryption purposes. For a better understanding of

the proposed algorithms, an overview of the existing reversible data-hiding-through-

encryption schemes discussed in [12,14] is shown in Figure 2.

Figure 2. Overview of existing reversible data-hiding through encryption
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In the existing reversible data-hiding-through-encryption schemes, the sender and

receiver use three different encryption and/or decryption keys (K0,K1, and K2). The

sender will initiate a block-wise image-encryption process, and the selection of the

pseudo-random bytes for encrypting a selected block will be determined by the secret

message bit that the sender wants to embed into it. A trained support vector machine

model (SVM) is used in [12], and an entropy-based measure is used in [14] for the

data-extraction/image-recovery process.

As mentioned earlier, we propose a new reversible data-hiding-through-

encryption scheme that uses a rotated stream cipher for encryption purposes. The

key properties of the proposed scheme are listed below:

• The sender and receiver should agree upon a single key; say, K. This reduces

the overhead of the key-sharing process, which is a major concern in the existing

reversible data-hiding-through-encryption scheme.

• Eight different stream ciphers are generated in the proposed scheme through a se-

quence of matrix rotation operations and a set of predefined bit-wise operations.

• By considering the adjacent pixels, a new similarity measure is introduced in this

paper for data extraction and image recovery in order to reduce bit error rates.

• Since the proposed scheme uses a statistically computed measure, it does not

require any training process to generate a trained model. Note that the schemes

reported in [12,13] used a trained support vector machine (SVM) model for data

extraction and image recovery.

• The sender can embed three bits in an image block of a size of B×B pixels. So,

the block size used in the proposed scheme will decide the embedding rate, and

the embedding rate will be 3
B2 bits per pixel.

The remaining section of this paper is organized as follows: in Section 2, we

discuss the proposed reversible data-hiding process and the data-extraction/image-

recovery process. An illustrative example is given in Section 3, and in Section 4, we

detailed the experimental study and result analysis. In Section 5, we conclude the

paper with some future directions for work in this area.

2. Proposed scheme

The proposed reversible data-hiding-through-encryption scheme and data-

-extraction/image-recovery process are detailed in this section. Algorithm 1

describe the steps for reversible data-hiding during the image-encryption process.

Similarly, Algorithm 2 describes the steps during the data-extraction/image-recovery

process. Algorithm 2 uses a closeness measure (computed using Algorithm 3) for

data extraction and image recovery.

Note that Algorithm 1 considers the original image (I) with a size of R × C

pixels, the secret message bit sequence (S), and the encryption key (K) as inputs.

The encryption key (K) will be used, along with a stream-cipher generator (we used
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an RC4 stream-cipher generator [10]; the scheme permits the use of any secure stream

generators for encryption to generate a pseudo-random matrix (U) of size R×C. From

U through a sequence of rotations and a sequence of bit-wise operations, the sender

will generate eight different pseudo-random matrices (say, U0, U1, U2,, U3, U4, U5, U6,

and U7). In addition to this, the original image and pseudo-random matrices will be

divided into non-overlapping blocks of a size of B×B pixels. The key idea behind the

proposed scheme is that, to encrypt the Xth block from the original image (IX), we

will consider any one of the Xth blocks from U0, U1, U2,, U3, U4, U5, U6, and U7 based

on the three-bit secret message bits that the sender wishes to embed. Readers may

note that eight possible combinations need to be considered while embedding three

bits from the secret message; these are 000, 001, 010, 011, 100, 101, 110, and 111.

The same process will be carried out on all the blocks of the image to obtain the final

encrypted image with hidden secret message bits (E).

Algorithm 1: Proposed reversible data-hiding-through-encryption scheme

using rotated stream cipher

Input: Original image I having size of R× C pixels, secret message bit sequence

S, and encryption key K

Output: Encrypted image E with hidden secret message S

1 Generate pseudo-random sequence of bytes (stream cipher) U of size R× C using

stream-cipher generator by providing encryption key K // RC4 stream-cipher

generator is used in proposed scheme

2 Find pseudo-random byte matrices U1, U2, U3, U4 in following way:

3 U0 = U

4 U1 is rotated version of U0 in 90-degree counterclockwise direction;

5 U2 is rotated version of U1 in 90-degree counterclockwise direction;

6 U3 is rotated version of U2 in 90-degree counterclockwise direction.

7 Compute U4 by performing bit-wise XOR operation between U0 and U1.

8 Compute U5 by performing bit-wise XOR operation between U1 and U2.

9 Compute U6 by performing bit-wise XOR operation between U2 and U3.

10 Compute U7 by performing bit-wise XOR operation between U3 and U4.

11 Divide original image I into non-overlapping blocks of size in such way that blocks

will have size of B ×B pixels.

12 Initialize matrix of size R× C to keep encrypted image.

13 Also divide pseudo-random byte matrices U0, U1, U2, U3, U4, U5, U6, U7 into

non-overlapping blocks of size B ×B.

14 Access Xth block from original image IX and three consecutive bits from secret

message S (say, SP , SQ, SR) that we want to hide next in image. // X can be

identified using data-hiding key that will help provide better security. Here, we

accessed blocks in row-wise linear order.

15 Find integer T that corresponds to three-bit sequence SP , SQ, SR.

16 Now, use Xth block from UT to encrypt IX through bit-wise XOR operation.

Keep encrypted block as Xth block in E.

17 Repeat Steps 14 through 16 for encrypting all blocks in image I.

18 Return encrypted image E.
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Algorithm 2: Data extraction and image recovery using new closeness

measure between adjacent pixels

Input: Encrypted image E that consists of R× C pixels generated by following

steps in Algorithm 1 and the decryption key K

Output: Recovered image I and bits extracted from image D

1 Generate pseudo-random sequence of bytes (stream cipher) U of size R× C using

stream-cipher generator by providing decryption key K // RC4 stream-cipher

generator is used in proposed scheme; any other stream-cipher generator can be

used

2 Find pseudo-random byte matrices U1, U2, U3, U4 in following way:

3 U0 = U

4 U1 is rotated version of U0 in 90-degree counterclockwise direction;

5 U2 is rotated version of U1 in 90-degree counterclockwise direction;

6 U3 is rotated version of U2 in 90-degree counterclockwise direction.

7 Compute U4 by performing bit-wise XOR operation between U0 and U1.

8 Compute U5 by performing bit-wise XOR operation between U1 and U2.

9 Compute U6 by performing bit-wise XOR operation between U2 and U3.

10 Compute U7 by performing bit-wise XOR operation between U3 and U4.

11 Divide encrypted image E into non-overlapping blocks of size B ×B pixels.

12 Initialize matrix I with size of R× C to keep recovered image.

13 Initialize an empty list D to keep extracted secret message bits.

14 Also divide pseudo-random byte matrices U0, U1, U2, U3, U4, U5, U6, U7 into

non-overlapping blocks of size B ×B.

15 Access Xth block from encrypted image EX and find eight different versions of

decrypted image block EX in following way (Steps 16 through 23):

16 V0 = EX⊕U0X

17 V1 = EX⊕U1X

18 V2 = EX⊕U2X

19 V3 = EX⊕U3X

20 V4 = EX⊕U4X

21 V5 = EX⊕U5X

22 V6 = EX⊕U6X

23 V7 = EX⊕U7X

24 Compute closeness measure MP by calling Algorithm 3 from each version of

decrypted image block VP where P ∈ {0, 1, 2, 3, 4, 5, 6, 7}.
25 Find minimum value from {M0,M1,M2,M3,M4,M5,M6,M7} (say, MQ).

26 Convert Q into corresponding three-bit binary sequence (SP , SQ, SR) and

concatenate with D.

27 Correctly recovered image block is VQ; keep it as Xth block of recovered image I.

28 Repeat process (Steps 15 through 27) to extract all hidden bits and recover

original image.

29 Return recovered image I and extracted bit sequence D.
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Algorithm 3: Closeness measure computation

Input: Image block L with size of B ×B pixels

Output: Closeness measure M computed from L

1 x = 1

2 y = 1

3 M = 0

4 while x <= B do

5 while y <= (B − 1) do

6 M = M + |Lx,y − Lx,y+1|
7 y = y + 1

8 x = x+ 1

9 Return closeness measure M .

At the receiver side, the data extraction and image recovery will be carried out by

using a measure that is computed by considering the closeness between the adjacent

pixels by accessing the pixels in a row-wise linear order. The receiver receives an

encrypted image (E) with a hidden message (the output of Algorithm 1). The receiver

already knows the decryption key (K). Now, the receiver generates a pseudo-random

matrix (U) that has a size of R×C. Note that the received encrypted image also has

a size of R× C pixels.

Let us assume that U0 is a matrix that consists of the same values from U . Fur-

ther, three different matrices, say U1, U2, and U3 will be generated through a sequence

of the counter clock-wise rotation operation in 90 degrees. Further, through a pre-

defined pair-wise bit-wise XOR operation four more matrices will be generated, say

U4, U5, U6, and U7. Then, both the original image and the pseudo-random matrices

will be divided into non-overlapping blocks of size B ×B. The blocks of the original

image will be accessed in the same order that we used during the data-hiding process.

To decide on the block positions, both the sender and receiver can use a data-hiding

key. The usage of the data-hiding key will also improve the security of the proposed

scheme.

To extract the data from the Xth block of E (say, EX), we must consider the Xth

blocks from U0, U1, U2, U3, U4, U5, U6, and U7 and do the bit-wise XOR operations to

generate eight different versions of the image blocks (V0, V1, V2, V3, V4, V5, V6, and V7).

One of the blocks from {V0, V1, V2, V3, V4, V5, V6, V7} will be the correctly recovered

image block. To identify the recovered image block, a new measure is introduced in

this manuscript that will consider the absolute difference between adjacent pixel pairs

while accessing in a row-wise linear order. The computation of the closeness measure

is described in Algorithm 3.

The pre-assumption is that the pixels in the correctly recovered image block

will be highly correlated as compared to the other blocks. Now, if VQ (where

VQ ∈ {V0, V1, V2, V3, V4, V5, V6, V7}) is the image block with the lowest measure (as

per Algorithm 3), then it will be considered to be the recovered image block, and

the three-bit binary that corresponds to Q will be the extracted secret message from
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the Kth block. This process will be continued for all of the blocks in the image (I)

to generate the final encrypted image (E). If an original image block consists of the

same pixel values, the closeness measure will be 0.

3. Illustrative example

In Section 2, the proposed algorithms are detailed. For a better understanding of the

proposed scheme, an illustrative example is discussed in this section.

3.1. Proposed reversible data-hiding through encryption

Let us assume that we are considering an original image I with a size of 8× 8 pixels

and a block size of 4 × 4 pixels that is used during the reversible data-hiding. Note

that the image and block sizes that are considered during simulation are different

from the details mentioned here. Figure 3 shows a sample original image as well as

the four non-overlapping blocks of a size of 4× 4 pixels.

Figure 3. Sample original image

The next step is to generate a pseudo-random matrix (U) of size 8×8 by providing

an encryption key to a stream generator (like RC4). Let us assume that the pseudo-

random matrices that are generated by using encryption key K are given in Figure 4.

Figure 4. Pseudo-random matrix generated using encryption key K

Then, the eight pseudo-random matrices (U0, U1, U2, U3, U4, U5, U6, and U7) are

generated from U based on the sequence of rotations (in a counterclockwise direction)

and through bit-wise XOR the operations between the pairs of matrices. The matrices

that we will get through this operation are shown in Figure 5.
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Figure 5. Pseudo-random matrices U0, U1, U2, U3, U4, U5, U6, U7 generated using matrix

rotation and predefined pair-wise bit-wise bit-XOR operation
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Note that, in this example, we have considered the original image with a size

of 8 × 8 pixels and a block-size of 4 × 4 pixels. So, in the original image, there

will be four image blocks, and in each image block, we can embed three bits of

secret data. Since there are 4 image blocks in the original image, we can embed

12 secret message bits in this image. Let us assume that, in the original image, the

blocks are numbered 0, 1, 2, and 3 (row-wise linear order) and the secret message bit

sequence is D = (1, 1, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0). The following three-bit combinations

will be embedded in each of the blocks.

• block 0: 1, 1, 0,

• block 1: 0, 1, 1,

• block 2: 0, 1, 1,

• block 3: 0, 1, 0.

The blocks and their corresponding numbers in the original image are shown in

Figure 6.

Figure 6. Block numbers

During the proposed reversible data-hiding through the encryption process, the

following sequence steps will be followed:

• Step 1: Block 0 of original will be encrypted using 0th block from U6, as three-bit

data bit sequence that we need to embed is (110)2 = (6)10.

• Step 2: Block 1 of original will be encrypted using 1st block from U3, as three-bit

data bit sequence that we need to embed is (011)2 = (3)10.

• Step 3: Block 2 of original will be encrypted using 3rd block from U3, as three-bit

data bit sequence that we need to embed is (011)2 = (3)10.

• Step 4: Block 3 of original will be encrypted using 3rd block from U2, as three-bit

data bit sequence that we need to embed is (010)2 = (2)10.

The final encrypted image that is obtained after the block-wise image-encryption

process is shown in Figure 7.

The randomness of the pixel values in the encrypted image will be purely de-

pendent on the pseudo-random generator that we use, and the proposed scheme is

compatible with any pseudo-random generator.
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Figure 7. Final encrypted image obtained after data-hiding

3.2. Data extraction and image recovery

At the receiver side, the data extraction and image recovery are carried out through

the image-decryption process. We assumed that the receiver who supposedly ex-

tracts the secret message knows that the decryption key is K. For image recovery

and data extraction, the receiver will generate a pseudo-random matrix (U) using

a pseudo-random generator by providing decryption key K.

From the pseudo-random U , eight different matrices will be generated through

the matrix rotation and paired bit-wise XOR operation. The matrices are named

U0, U1, U2, U3, U4, U5, U6, and U7 (this will be the same those given in Figure 5). Note

that the size of random matrix UP where P ∈ 0, 1, 2, 3, 4, 5, 6, 7 is the same as the

size of the encrypted image E that is denoted by R× C. Image E and all of the UP

random matrices will be divided into non-overlapping blocks of size B × B and the

blocks will be processed in row-wise linear order.

Considering the Xth block (Block X) from the encrypted image, eight versions

of the decrypted image blocks (say, V0, V1, V2, V3, V4, V5, V6, and V7) will be generated

through bit-wise XOR operations with the Xth block from random matrix UP , where

P ∈ {0, 1, 2, 3, 4, 5, 6, 7}. Then, we must compute a closeness measure by considering

the pixels in VP to get MP by calling on Algorithm 3. It might be noted that one

of the image blocks from {V0, V1, V2, V3, V4, V5, V6, V7} will be the correctly recovered

image block. To identify the correctly decrypted version, a new pixel-closeness measure

can be used. In a correctly recovered image block, the closeness measure will be

very low as compared to the other versions of the image blocks. For illustration,

the first image block from the encrypted image and the eight different versions of the

decrypted image blocks are shown in Figure 8.

From Figure 8, it can be seen that the correctly decrypted block was selected

as V6, since we got the smallest closeness measure (the pixel values are very close).

Since V6 is the correctly decrypted block, the binary value that corresponds to 6 (which

is 110) will be extracted from the block. It may be noted that, during the data-hiding

process, we embedded 110 in this block. The same process will be continued for all

of the remaining three blocks to get back the original image and to extract the 12-bit

secret message hidden in the image.
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Figure 8. Final encrypted image obtained after data-hiding
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The closeness measure obtained from all of the eight versions of the decrypted

blocks is given in Table 1. From each block, minimum measure MQ will be identified,

and the three-bit binary that corresponds to Q will be the extracted bit sequence

from that block.

Table 1
Closeness measure obtained from each block while attempting image recovery

M0 M1 M2 M3 M4 M5 M6 M7

Block 0 366 513 291 477 563 292 8 363

Block 1 458 568 506 5 671 661 377 293

Block 2 564 351 374 11 279 474 444 553

Block 3 563 589 6 405 307 564 342 475

From Table 1, the following points can be observed:

• Block 0: the minimum value is M6 = 8, so we will extract 110 from this block.

• Block 1: the minimum value is M3 = 5, so we will extract 011 from this block.

• Block 2: the minimum value is M3 = 11, so we will extract 011 from this block.

• Block 3: the minimum value is M2 = 6, so we will extract 010 from this block.

So, the final extracted message will be the concatenated sequence of all of the

three-bit sequences that are obtained from all of the four blocks, which will be

(110011011010); this is the same as the embedded secret message bit sequence.

4. Experimental study and result analysis

The experimental study of the proposed scheme was carried out on standard images

that were downloaded from the USC-SIPI dataset, which is managed by the University

of Southern California [22]. The USC-SIPI dataset consists of four different categories

of images: textures, aerials, sequences, and miscellaneous. The miscellaneous category

consists of well-known images like a baboon, peppers, an airplane, a boat, etc. During

the experimental study, we converted all of the images into 8-bit grayscale images of

a size of 512×512 pixels. The implementation of the proposed scheme was done using

Matlab2020 in a 64-bit Windows machine with an Intel (R) Core (TM) i5-8250U CPU

with 8GB RAM.

The efficiency of a reversible data-hiding scheme is determined by four parame-

ters: embedding rate, bit error rate, peak signal-to-noise ratio, and structural simi-

larity index.

• Embedding rate. The embedding rate is the ratio between the total number of

bits that are embedded in the image and the total number of pixels in the image.

The embedding rate will be measured as bits per pixel (bpp). The embedding

rate decides the amount of data that we can hide in an image using a reversible

data-hiding scheme (and we prefer a reversible data-hiding scheme with a higher

embedding rate).
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• Bit error rate (BER). The number of bits that are incorrectly extracted from the

image at the receiver side will determine the bit error rate. The BER is defined

as follows:

BER =
NW

NTot
(1)

where NW is the total number of bits that are incorrectly recovered, and NTot is

the total number of bits that are extracted. Ideally, the bit error rate should be

0 for a reversible data-hiding scheme.

• Peak signal-to-noise ratio (PSNR). The PSNR between the original image and

the recovered image is a parameter that helps us measure the efficiency of the

image-recovery process. The PSNR between original image O and recovered

image I of a size of R× C pixels is defined as follows:

MSE =

∑R
x=1

∑C
y=1[Ox,y − Ix,y]

2

(R× C)
(2)

the MSE is needed to compute the PSNR value.

PSNR = 10.log10

(
2552

MSE

)
(3)

If an original image and recovered image are the same, then the PSNR value will

be ∞. In a reversible data-hiding scheme, we expect a PSNR value of ∞ between

the original image and the recovered image.

• Structural similarity index (SSIM). The SSIM is another measure for finding

the efficiency of the image-recovery process in a reversible data-hiding process.

The SSIM checks the structural similarity between two images; these values fall

within a range 0 to 1. If two images are the same, the SSIM measure will be

1. In reversible data-hiding, we expect an SSIM value of 1 when comparing an

original image with a recovered image.

4.1. Analysis of image recovery

The primary focus of any reversible data-hiding scheme is the recoverability of the

original image during data extraction. In the proposed scheme, the recovery of the im-

ages during data extraction is influenced by the block size that we are using. A smaller

block may lead to an error during image recovery; larger blocks will help us improve

the image recovery capability of the proposed scheme. The number of images recov-

ered correctly by the proposed scheme while using different block sizes is shown in

Table 2.

From Table 2, it can be seen that all of the images were recovered perfectly while

we utilized a block size of 32×32 pixels. It may also be noted that many images were

recovered correctly while we used a block size of 8 × 8 pixels. In addition, it can be

seen that a lower number of texture images were recovered correctly (67.18%) while

we used a block size of 8× 8 pixels.
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Table 2
Number of images recovered while using different block sizes

Image category Total number
of images

4× 4 8× 8 16× 16 32× 32

Miscellaneous 39 1 37 39 39

Arial 38 0 38 38 38

Sequences 69 0 69 69 69

Textures 64 0 43 60 64

The texture images have a random pixel distribution, which leads to low image

recoverability. We analyzed the closeness between the pixels in the images during data

extraction and image recovery, but the texture images themselves are not smooth in

nature. A few sample images from the texture-image category are shown in Figure 9.

Figure 9. Sample texture images that are not smooth (high smoothness measure)

The sample results obtained during the experimental of the proposed scheme

on the well-known images such as baboon, airplane, peppers, and boat are shown in

Figure 10.

The bit error rate, PSNR, and SSIM values obtained from the selected images

are given in Table 3. It can be seen that all of the images were recovered correctly

when we used a block size of 8 × 8 pixels or more. So, the embedding rate for all

of these images was 3
64 = 0.0468 bpp. Another important property we can see from

Table 3 is that a higher bit error was reported from the baboon and boat images than

the other two images while we used a block size of 4 × 4 pixels. The reason for this

is that the baboon and boat images are highly textured as compared to the pepper

and airplane images.
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a) Baboon image b) Encrypted baboon image c) Recovered baboon

a) Airplane image b) Encrypted airplane image c) Recovered airplane

a) Peppers image b) Encrypted peppers image c) Recovered peppers

a) Boat image b) Encrypted boat image c) Recovered boat

Figure 10. Sample images considered and corresponding encrypted images

and recovered images obtained during experimental study (block size = 8× 8 pixels)
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Table 3
Bit error rate, PSNR, and SSIM measure obtained for well-known images

from US-SIPI dataset

Image name Block size
Bit error rate

(BER)

PSNR

[dB]
SSIM

Baboon

4× 4 0.0324 23.60 0.925

8× 8 0 ∞ 1

16× 16 0 ∞ 1

Airplane

4× 4 0.0143 26.08 0.959

8× 8 0 ∞ 1

16× 16 0 ∞ 1

Peppers

4× 4 0.0099 27.25 0.965

8× 8 0 ∞ 1

16× 16 0 ∞ 1

Boat

4× 4 0.0228 24.89 0.942

8× 8 0 ∞ 1

16× 16 0 ∞ 1

4.2. Analysis of embedding rate

The embedding rate from the proposed scheme is purely dependent on the block size

that we use during the data-hiding/image-encryption process. A small block size will

lead to a greater number of blocks in the cover image, and this will lead to a high

embedding rate. Since the block size also affects the bit error rate, we cannot utilize

overly small blocks to improve the embedding rate. We know that we expect a bit error

rate of 0 from a reversible data-hiding scheme. From Table 2, it can be seen that, while

we utilize a block size of 8×8 pixels, all three categories of the images (miscellaneous,

aerial, and sequences) were recovered correctly. In such cases, the embedding rate

from all of the images from all of these categories will be 3
(8×8) = 0.0468 bpp. From

the Texture image category, all of the images were recovered when we used a block

size of 16× 16 pixels, which yielded an embedding rate of 3
(16×16) = 0.0117 bpp.

The closeness between the adjacent pixels in the texture image category is much

less, which yields a high measure from the correctly recovered image blocks. From

some blocks, the closeness measure from a correctly recovered block is greater than

the measure from incorrectly recovered image blocks.

4.3. Analysis of time complexity

The theoretical time complexity of the algorithms can be considered as one of the effi-

ciency parameters of a reversible data-hiding scheme. Let us assume that an original

image has a size of N = R×C pixels. Now, during the reversible data-hiding/image-

-encryption process, all of the pixels of the images want to be processed once at most

for image encryption. Note that, during image encryption, each pixel (from selected

blocks) will be XORed with a pseudo-random integer that is generated through the
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RC4 stream generator. Note that the pseudo-random byte generation and the rota-

tion of the stream ciphers are bounded by O(N); hence, the time complexity of the

proposed reversible data-hiding-through-encryption scheme is also O(N).

Similarly, during data extraction and image recovery, eight different versions of

the image block is to be generated by XORing the blocks from the encrypted image

with the stream ciphers that are generated. This operation is purely dependent on

image size; at most, each pixel needs to be accessed eight times. Next, the main

operation that we need to carry out at the receiver side is the closeness measure

computation from each of the decrypted image blocks. From eight versions of image

blocks, we want to compute the smoothness measure. This can also be carried out

over a constant time since the block size is constant. So, the overall process required

to carry out data extraction and image recovery also depends on the total number of

pixels in an image. So, the time complexity of the algorithms for data extraction and

image recovery is also O(N), where N = R× C.

4.4. Justification to use new closeness measure

In the proposed scheme, we have introduced a new closeness measure to analyze the

closeness between the pixels of an image block. Our key assumption is that the pixels

in a natural image block will be very close, and the pixels in an encrypted block (de-

crypted with the wrong stream ciphers) will have a high difference between adjacent

pixels. With this assumption only, we introduced Algorithm 3 to identify the cor-

rectly recovered image block. The proposed scheme may face some kind of challenge

during recovery, when the original image itself may contain some random textures.

The closeness measure observed from the first 20 blocks of 4 images (a baboon, an air-

plane, peppers, and a boat) in their original forms and their encrypted forms is shown

in Figure 11.

Figure 11. Closeness measure obtained from original image blocks

and encrypted image blocks
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From Figure 11, it can be seen that the closeness measure from the encrypted

images is very high as compared to the closeness measure from the original image

blocks. Since the baboon image is highly textured, the closeness measure that is

obtained from the original baboon image is slightly high as compared to the closeness

measure obtained from the other images. But still, the closeness measures from all

of the original images are less than the closeness measures from the corresponding

encrypted image blocks. We utilized this property for data extraction and image

recovery.

4.5. Security analysis

For encryption purposes, the proposed scheme can use any secure image-encryption

technique. During our experimental study, we used the well-known RC4 data-

encryption technique for image encryption. The RC4 algorithm will generate a se-

quence of pseudo-random bytes based on a given key value. While considering the

security of the proposed scheme, it may be more secure than with conventional RC4

image encryption (or at least the same level of security).

The security analysis of the proposed scheme was carried out by analyzing the

entropy and histogram of each encrypted image.

4.5.1. Analysis of entropy

The entropy is a statistical measure for measuring the randomness of the pixels in

a given image, and the method of computing entropy EP from an image is defined

in Equation (4):

EP = −
n−1∑
i=0

Pilog2Pi (4)

where Pi is the probability of the occurrence of pixel i in the image.

From the encrypted image, we expect an entropy measure that is close to 8

for a grayscale image that is represented using 8 bits. The average entropy measure

obtained from the well-known original images and the corresponding encrypted images

are given in Table 4.

Table 4
Entropy measure from original image (E1) and corresponding enrypted image (E2)

Image name E1 E2

Baboon 7.35 7.99

Airplane 6.70 7.99

Peppers 7.59 7.99

Boat 7.19 7.99
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From Table 4, it can be observed that the entropy from all of the encrypted

images is very close to 8; this indicates that the encrypted image pixels have the

maximum amount of randomness.

4.6. Analysis of histogram

Histogram analysis is another method that can be used to evaluate the efficiency of

an encrypted image. The pixels in an encrypted image are expected to be uniformly

distributed, which yields a histogram with a flat shape. The histogram obtained from

an original image and its corresponding encrypted image is given in Figure 12.

a) Baboon image b) Histogram of original image c) Histogram of encrypted image

a) Airplane image b) Histogram of original image c) Histogram of encrypted image

a) Peppers image b) Histogram of original image c) Histogram of encrypted image

a) Boat image b) Histogram of original image c) Histogram of encrypted image

Figure 12. Sample images considered and the corresponding encrypted images

and recovered images obtained during experimental study (block size = 8× 8 pixels)
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From Figure 12, it can be seen that the histogram obtained after image encryption

is flat irrespective of the shape of the histogram of the original image. This indicates

that the encrypted image pixels are uniformly distributed and difficult to do some

cryptanalysis to recover the original image by an unauthorized person.

In addition to the experimental analysis of the proposed scheme, we have ana-

lyzed the encryption efficiency using theoretical analysis. Let us assume that some

intruder tries to recover the original image from the encrypted image through a brute-

force approach. Since we have considered a block size of 8×8 pixels, there are 64 pixels

in each image block. For each pixel in the image block, the intruder attempts a de-

cryption with all of the pseudo-random numbers from 0 to 255. So, 256 attempts

are required to acquire the correctly decrypted pixel. The probability to acquire the

correct image pixel at location (x, y) (say, P (Ix,y)) can be defined as follows:

P (Ix,y) =

(
1

256

)
(5)

Now, this attempt should be carried out for all of the pixels in a given block of a size

of 8 × 8 pixels. So, the probability of recovering the Kth original image block block

(say P (IK)) is:

P (IK) =

(
1

256

)(8×8)

(6)

The probability of recovering the original image by the intruder again depends on

the number of blocks in an image. If the original image consists of R × C pixels

and the block size is B ×B pixels, then the total image will have ⌊R
B ⌋ × ⌊C

B ⌋ blocks.

Hence, the probability of recovering the original image as it is by an intruder (say,

P (I)) is defined as follows:

P (I) =

(
1

256

)(8×8)×(⌊R
B ⌋×⌊C

B ⌋)

≈ 0 (7)

When we consider an image of a size of 512×512 pixels, it will have 4,096 blocks;

in such a case, the probability of recovering the original image by an intruder is given

below:

P (I) =

(
1

256

)262144

≈ 0 (8)

From the above discussions, it is clear that it is almost impossible for an intruder

to recover the original image. To provide security for the hidden message, we shall

introduce a data-hiding key to select the image blocks in pseudo-random order. The

data-hiding key will generate a pseudo-random sequence of numbers within a range of

1 to (⌊R
B ⌋×⌊C

B ⌋); the image blocks can be processed in this order instead of row-wise

linear accessing. In an image that has a size of 512× 512, there will be 4, 096 number
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of 8× 8 image blocks. Note that these 4,096 blocks can be accessed in 4, 096 different

ways; the blocks can be accessed when we use a data-hiding key, and 4, 096 is a very

large number.

The theoretical analysis proves that the security of the proposed scheme is good,

as it is almost impossible for an intruder to break the scheme.

4.7. Comparative study

Most of the reversible data-hiding schemes embed secret messages on natural images

or in encrypted images. However, the proposed scheme will do reversible data-hiding

during the image-encryption process. A comparison of the embedding rate from

recent reversible data-hiding schemes in encrypted images [1, 5, 8, 11, 19, 26–28] with

the proposed scheme is given in Table 5.

Table 5
Comparison of embedding rate for well-known images

Scheme Airplane Peppers Boat Baboon

Scheme in [26] 0.0039 0.0015 0.0039 0.0009

Scheme in [8] 0.0039 0.0039 0.0039 0.0009

Scheme in [27] 0.0300 0.0300 0.0300 0.0100

Scheme in [5] 0.0020 0.0020 0.0020 0.0020

Scheme in [19] 0.0040 0.0040 0.0040 0.0040

Scheme in [28] 0.0080 0.0080 0.0080 0.0080

Scheme in [11] 0.0080 0.0080 0.0080 0.0080

Scheme in [1] 0.0039 0.0039 0.0039 0.0039

Proposed Scheme 0.0468 0.0468 0.0468 0.0468

Note that the proposed scheme successfully recovers the original image with

an embedding rate of 0.0468 bpp. The results obtained from the proposed scheme

are far better than the results from the existing schemes considered here. The key

observations from the experimental study and comparative result analysis are listed

below.

• The proposed scheme is a reversible data-hiding scheme that is capable of carrying

out the data-hiding during the image-encryption process. The proposed scheme

will be useful when we want to protect the confidentiality of an image’s contents

and if there is also a need for sending an additional secret message along with

the image.

• The proposed scheme works perfectly fine when the images are smooth (fewer

texture variations).

• Most of the well-known images like a baboon, an airplane, a boat, peppers, etc.

are perfectly recovered while we utilize a block size of 8× 8 pixels; this leads to

an embedding rate of 0.0468 bpp.
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5. Conclusion

A reversible data-hiding-through-encryption scheme is introduced in this paper with

the help of a rotated stream cipher. The reversible data-hiding scheme discussed in

this manuscript will be useful in medical image transmission for sending electronic

patient records along with medical images. Similarly, the proposed scheme will be

useful for embedding metadata or authentication information in multimedia data that

is stored in cloud storage. Since the proposed scheme combines both image encryption

and data-hiding into a single process, the proposed scheme is computationally efficient;

the scheme provides a good embedding rate of 0.0468 bits per pixel. The comparative

study shows that the embedding rate obtained from the proposed scheme outperforms

the embedding rate from the well-known existing reversible data-hiding schemes. The

data extraction/image recovery process is carried out using a new smoothness measure

that considers the absolute difference between adjacent pixels. The proposed scheme

only involves the concern of sharing an encryption key with a receiver; the same key

can be used for transmitting any number of images. Note that key sharing is always

present in any cryptosystem, and our scheme does not involve any other overhead.

Future work can be carried out to define a new smoothness measure that will also

work on highly textured images.
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