Abstract
Considering the continued drive of human needs along with the constant improvement of technology, it is convenient to develop techniques that can enhance communication between computers and humans in the most intuitive ways possible. The possibility of automatically recognizing human gestures using artificial vision (among other kinds of sensors) allows us to explore a whole range of applications to control and interact with environments. Nowadays, most approaches for gesture recognition using sensors agree in the use of vision, myography, and movement devices that are applied to robotic, medical, and industrial applications. In the context of this work, we study the principles of using both vision and body contact sensing applied to the automatic classification of a human gesture set. For this, two different approaches have been evaluated: feed-forward neural networks, and hidden Markov models. These models have been studied and implemented for recognizing up to eight different human hand gestures that are commonly applied in collaborative robotics tasks.
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1. Introduction, motivation

Over the past years, human gesture-recognition research has been improved mainly due to the emergence of new devices that are aimed at creating new intuitive methods of interaction between humans and computers through human actions that are commonly performed by the hands and limbs and remapping them to understandable commands for high-level applications (such as robotics systems) in multiple areas.

In this sense, the automatic gesture-recognition process has been defined in [14] as a set of techniques that are aimed at representing and classifying different signals of communication between human users and work stations with defined objectives. In these processes, a user executes nonverbal commands by generally using his/her arms and hands to send specific messages according to the environment and intention for a high-level application. These result in the generation of human-machine interfaces.

Since the late 80s, users have mostly interacted by using only a keyboard and mouse through graphic interfaces. However, multiple devices have emerged over the last decade that have improved the methods for creating new and more intuitive interfaces (which are known as natural user interface systems). This new research topic aims at designing and implementing software systems efficiently and, above all, intuitively; this allows us to take full advantage of the potential benefits that are offered by computers and machines.

Nowadays, the most commonly used sensors for this purpose are based on computer vision techniques, electromyography (EMG), electroencephalography (EEG), and electrocardiogram (ECG) sensing, and movement and inertial sensors according to [9, 15]. In combination with computational signal-processing algorithms and new machine-learning approaches for pattern recognition, these techniques have many applications (such as home and office controlling [10] and industry intelligent systems [15, 25]). For this last field, the majority of the approaches are focused on human-robot collaborative activities and robotic arm manipulation.

In this context, we are particularly interested in the study and development of techniques for gesture recognition and their applicability for intuitive industrial and medical telemetry systems using multiple sensors. Several authors have addressed this issue [4, 7, 25]; they agree in regard to the use of wearable sensors and computational algorithms that involve temporal information along with collected data from devices. Wang et al. [25] reported high accuracy recognition rates for a set of up to six hand gestures; however, the use of muscle sensors without any other support restrains the quality of the recognition in some cases, misleads in similar gesture cases, and limits the numbers of total groups during the classification stages.

The objectives of this paper are mainly two. First, we propose a set of human hand and arm gestures that are capable of being incorporated into industrial robotics, medical telemetry, and collaborative robotics (among other applications). Second, developing and implementing sensor-fusion techniques and machine-learning algorithms in order to recognize up to eight different human gestures with high precision rates;
for this, we consider the use of two sensors: **leap motion controller** and **Myo armband** devices.

The following sections of this paper are structured as follows: Section 2 describes the most relevant approaches that have been proposed in the last years about automatic human gesture recognition. Subsection 2.4 briefly details some of the most recent applications of human gesture recognition. In Section 3, we describe the proposed approach for recognizing a whole set of gestures for robotic and collaboration applications. Our experiments and the results of their effectiveness over the proposed data sets are reported in Section 4. Finally, we discuss the potential applications and the contributions of this paper in Section 5.

2. Related work

2.1. Human gesture recognition

The studies that were made by Athavale and Deshmuk in [3] affirmed that human communication is 35% verbal-based and 65% non-verbal (and based on gestures). In this work, we focus on developing recognition techniques for the latter group; these can be divided as communicative (whose intention is to express emotions) and manipulative (which are aimed at expressing instructions and commands). In [16], Singh described that direct manipulation refers to methods that are aimed at controlling a specific variable through a user feedback interface in order to adjust the parameters of the first one (for example, a visual pointer that is related to position and movement in real time and remapped from the position and speed of a mouse or other input device).

Nowadays, multiple works have been proposed with the objective of automatically identifying manipulative gestures using sensors and machine-learning techniques. According to [27], the most recent approaches that are aimed at recognizing human gestures that are performed by the hands and limbs are supported by image-processing devices as well as wearable sensors that are capable of collecting information from the human body. The majority of these methods are composed of three main stages: modeling, analysis, and recognition.

The modeling stage consists of proposing the gestures to be studied according to the context in which they will be used. In this context, several researchers have studied and applied a variety of gestures for specific tasks. In [22], Rautiainen proposed a set of instructions that were based on human gestures in order to control multiple devices in the home and office. Another example of gesture sets was proposed in [25], where the authors studied the capabilities of EMG sensors that are applied to industrial applications; their proposed collection was the six hand-gesture set that is depicted in Figure 1. In [11], Nurettin provided a gesture vocabulary that was composed of 11 patterns to be applied to handle communication between humans and computers in intuitive ways by using movement sensors.
Other applications that are aimed at controlling aerial vehicles with simple hand commands were proposed in [17].

![Figure 1. Human hand-over intentions for human-robot collaboration by [25]: (a) to need; (b) to give; (c) to stop; (d) to continue; (e) speed up; (f) slow down](image-url)

The analysis process focuses on the feature extraction for each of the considered gestures that permits identifying them as unique in the following stages. For this purpose, movement and spatial features were considered in [11, 24] in order to characterize gestures from a human’s arms. With the same objective, Jorgensen proposed a computation stage of three-dimensional descriptors and fast point feature histograms (FPFH) in [8] according to movements that are performed by a user to describe eight different intentions by using depth cameras. In [24], a method for combining information from a Kinect sensor and EMG devices applying weighted D-S evidence theory processes from limbs and hands was proposed to identify two human gesture sets. However, the high computational resources of these techniques restrained their application in multiple real industry tasks.

Finally, the recognition stage is aimed at implementing computational algorithms and machine-learning techniques that allow for the automatic identification of human gestures by using the previous computed features. In this sense, several authors have addressed this problem by applying a variety of computational resources. In [21], Rautaray proposed the use of hidden Markov models (HMM) to recognize a set of human gestures and developed methods for processing and classifying commands from the hands that were targeted for home automation applications. Other approaches have also used HMM for gesture recognition in [19, 23]; more recently, Wang addressed the recognition of six different hand gestures through myography wearable sensors in [25] and obtained good accuracy recognition rates.

The complete gesture set that was proposed is depicted in Figure 1. In [6], the authors used physical contact sensors to recognize hand gestures. In [12], the authors used EMG and IMU sensors.

In this work, we retake the most relevant gestures that have been proposed in order to develop techniques that are aimed at recognizing a greater number of human commands by using a combination of both myography wearable and vision-based sensors.
2.2. Sensors for human gesture recognition

In the context of automatic gesture recognition, a sensor is defined as an electronic device that is able to converting an external physical signal into useful information to be sent toward a computer-human interface for high-level application development. In [5], the authors argued that two types of sensors have mainly been used: vision-based, and EMG wearable devices.

Multiple types of vision-based sensors have been used for these purposes; e.g., color and stereoscopic cameras, Kinect devices, and leap motion controllers. On the other hand, physical contact sensors offer different alternatives; some of the most common examples of these over the past few years are Myo arm band, cyberglove, and inertial-based sensors. Figure 2 shows some examples of commonly used body sensors for human gesture-recognition tasks.

Vision devices offer certain advantages over EMG (and vice versa); for this reason, it is best to merge the data that is collected from different sources through sensor-fusion techniques in order to improve the effective recognition of a particular gesture set. In this work, we propose the use of leap motion controller and Myo arm band devices to create large datasets that serve to characterize each gesture as being unique.

In Figure 2, some sensors that are used for gesture recognition are shown.

2.3. Predictive models

A predictive model is a computational technique that is formed from feature-extraction processes. This is used to predict trends and behavioral patterns and can be applied to multiple unknown events. Predictive analysis is based on the identification
of relationships between variables in past events; it then applies these relationships and predicts possible outcomes in future situations.

For human gesture-recognition topics, researchers have proposed methods that use different computational predictive models that apply machine-learning strategies. Wang [25] proposed a hidden Markov model implementation in order to recognize up to six human gestures using only EMG arm band sensors. The advantage of this is its capability of integrating temporal information to the inference process and classifying the recorded features during the tests for different hand gestures. Other authors have implemented feed-forward neural network architectures because of their knowledge-abstraction abilities and efficacy for regression tasks [4].

In [24], Sun et al. implemented Bayesian regression models in order to infer a set of arm-made gestures to gain good precision rates per the analyzed groups when many descriptors is used for each sample. Also, a finite state machine (FSM) consisting of computational abstractions that described the behavior of a reactive system through a specific number of states and a certain number of transition modelings was applied in [18].

According to our research, we have determined that the best models that match the purpose of automatically evaluating gestures that merge different sources of information are hidden Markov models and artificial neural networks. These approaches are detailed in the following sections.

2.3.1. Hidden Markov models

HMM is a technique that is widely used in signal processing. The essence of this technique is to construct a model that explains the occurrence of observations (defined as symbols) and use this to identify future observation sequences. The basis of HMMs and their applications were originally described in [20] and recently retaken for multiple tasks. For a hidden Markov model, there is a finite number of states; these is always in one of these. At each time, it enters a new state based on a transition probability distribution that is dependent on the previous steps. After a transition is made, an output symbol is generated based on a probability distribution that is dependent on the current state. Formally, an HMM is defined by the states, the transition probabilities among them, and the probabilities of the outputs given a state. For instance, the Baum-Welch algorithm is available to compute these probabilities and solve the problem of gesture recognition under this approach (according to [13]).

In this context, compute the probability $P(O|\lambda)$ of the occurrence for observation sequence $O = O_1, O_2, ..., O_T$ given that the \( \lambda \) model parameters can be solved by applying the forward-backward algorithm.

Selecting the best state sequence $I = i_1, i_2, ..., i_T$ so that $P(O, I|\lambda)$ is maximized can be addressed by the Viterbi algorithm. In addition to the $\lambda$ learn model parameters given $O$ such that $P(O|\lambda)$ is maximized, it is necessary the procedure Baum-Welch.
For gesture recognition, we assume that there are $M$ different human gestures and $N$ descriptors per sample. For the $j$-th feature ($j = 1, ..., N$), we learn one HMM for each class as well as the corresponding $\lambda_i$, $i = 1, ..., M$ parameters. Given one observation sequence $O$, we compute $P(O|\lambda)$ for each HMM by using the forward-backward procedure. Human gesture classification can be solved by finding the class $i$ that has a maximum value of $P(O|\lambda_i)$ (as shown in Equation 1):

$$\text{gesture}(O) = \arg \max_{A_i} A_i : i = 1, ..., M(P(O|\lambda_i)).$$  

We consider the set of these HMMs and the decision rule in Expression 1 to be a classifier for feature $j$. These $M$ gesture classes and $N$ features form an $M \times N$ matrix of HMMs. By HMM$_{i,j}$, we denote the model of gesture $i$ (the $i$-th row) and feature $j$ (the $j$-th column) and its corresponding parameters is $\lambda_{i,j}$. For the set of HMMs, row $i$ is related to the gesture of interest. For these implementation of the HMM classifier, the following parameters are learned by the Baum-Welch algorithm:

1. prior probabilities of each state;
2. transition probabilities between states;
3. parameters of each state $s$, mean vector $\mu_{s,m}$, covariance matrix $\Sigma_{s,m}$, and weight $w_{s,m}$ of each mixture Gaussian component.

Both the Forward and Baum-Welch algorithms need to compute $P(O_t|s_t = s)$, the probability of observing $O_t$ given that state $s$ at time $t$. In practice, log-likelihood $\log(P(O_t|s_t = s))$ is used instead. Another consideration is that the probability of the occurrence of observation sequence $O_1, O_2, ..., O_T$ tends to decrease exponentially as $T$ increases. However, this causes no problem because the probability that is computed in each part of HMM$_{i,j}$ ($i = 1, ..., M$) decreases comparably for feature set $j$.

### 2.3.2. Feed-forward neural networks

Artificial neural networks (ANN) are mathematical models that are constructed based on the functioning of biological neural networks. From a computational point of view, an ANN can be described as a set of cellular software pieces that are analogous to neurons, whereby a flow of information is established through an interconnection topology in the same way that a synapse works with biological cells. Some of the most important features that are described in this work are listed as follows:

- learn through examples;
- adaptability;
- generalization capabilities;
- fault tolerant.

There is at least one learning algorithm that is associated with each type of network. These consist of a systematic method for finding adequate values of the weights. In general terms, these are based on defining an objective function implicitly or explicitly (which represents the overall state of the network). From this, the initially
assigned weights evolve to values that bring this function to a minimum stable state network. Therefore, learning is something that is characteristic of the type of network.

Here, the input vectors and corresponding target values are used to train the ANN until it can approximate a function. The designed ANN consists of three layers: an input layer, a tan-sigmoid hidden layer, and a linear output layer. For the second and third layers, weight matrix $W$, bias vector $b$, and output vector $a$ are considered. Those weight matrices that are connected to inputs are called input weights, those that come from the hidden layer outputs are called layer weights. A representation of a whole neural network for this purpose is depicted in Figure 3.

The BP algorithm determines how to adjust the weights to minimize the performance by using the gradient of the performance function. The Levenberg-Marquardt algorithm is used for the training stage. At the end, the authors reported a final accuracy value of 90.3% for the four EMG gestures during the test stage.

In this work, we take both proposals (feed-forward neural networks and hidden Markov models) besides stages for data combination using the leap motion controller and Myo arm band for the input and training of the predictive models in order to increase the number of hand gesture groups as well as the accuracy rate values.

2.4. Data fusion

Data fusion from multiples sources is a compendium of multidisciplinary techniques that are analogous to the cognitive process that humans perform in order to integrate data from multiples sensors (senses) in order to make inferences about the outside world – converging on a set of results (a reaction).

One of the main objectives of data fusion is to combine the information that is obtained from different sources for making better decisions, reducing imprecision and uncertainty, and increasing robustness.

2.4.1. Data fusion technique

D.L. Hall and S.A.H McMullen classified fusion techniques according to the mathematical logic that is used to incorporate uncertainty. Such uncertainty can be attributed to observations or to any conclusions that are reached. The most important ways to incorporate this are as follows:
Probabilistic

This is the mathematical logic model that has a more powerful theoretical basis that is based on classical probability theory. By determining the functions of the distribution of the probabilities and conditional conditions (through empirical methods or stochastically), these impose very restrictive hypotheses with little credibility in complex problems. Classical probability and Bayes laws are probabilistic-based fusion techniques.

Evidential

Evidential logic defines non-additive probabilities as a general notion for logical assumptions and probabilities. The idea is to augment the standard propositional logic by considering an operator that represents the state of the knowledge of all of the sentences; it is argued that this is the best information that is available to an analyst. Dempster-Shafer and generalized evidential theory are evidence-based fusion techniques.

Diffuse

Diffuse logics was born in an article by L.A. Zadeh (published in 1965) that was entitled Fuzzy Sets-. This concept appeared in response to bialent classical logic, which allowed for a mathematical representation of concepts or an imprecise set. Thus, it included itself in multi-valued logic and admitted various values such as possible truths. Fuzzy sets and some hybrid AI operators are fusion techniques with this logical basis.

3. Body gesture-recognition using sensor fusion

Sensors fusion is a technique that consists of combining information that comes from multiple sensors in order to obtain a greater number of characteristics to describe each gesture in this case. The use of vision and physical contact sensors eliminates the disadvantages that each sensor presents when working independently. After a revision of the multiple methods that were aimed at merging the data, we have opted for feature level approaches in order to combine these two data sources.

The first step in the development of the proposed approach in this work is related to the adaptation of a leap motion controller as well as a Myo armband device to collect human gesture data. For all of our development and experiments, we have used a robotic operating system (ROS) and software packages that are aimed at recording and manipulating the data for these sensors.

3.1. Human gesture modeling

A gesture-recognition system has an initial analysis process that seeks to extract and estimate the characteristics that are used in the classification or recognition. To achieve this goal, the Myo armband and leap motion sensors will work together. The modeling of the gestures depends on the context in which they will be used.
Figure 4. Proposed human gesture set: (a) giving; (b) needing; (c) grabbing; (d) holding; (e) setting free; (f) cutting; (g) drawing; (h) turning off

At first, the gesture set from [25] was taken to test the implemented predictive models in this work. A set of gestures was proposed that were aimed at enlarging the capabilities of our techniques in collaborative robotic environments. The proposed human gesture set is shown in Figure 4.

After defining the gestures of interest, we collected a large amount of data for each one through both the leap motion controller and Myo arm band in consideration of these multiple points of view, postures, and human users.

### 3.2. Implementation of predictive models

As described in Section 2.3, we implemented two predictive models: feed-forward neural networks (as shown in Section 2.4.1) and hidden Markov models (according to the approach that was described in Section 2.3.1). These two methods were modified to adapt each to the extracted features from our sensors.

#### 3.2.1. ANN training

Training an artificial neural network is a process that modifies the value of the weights that are associated with each neuron.

For our training process, we used the Levenberg-Marquardt algorithm in combination with BP. These techniques are based on optimization methods for feed-forward neural architectures. We considered two different architectures for our tests (described as follows):

1. FF-ANN consisting of 3 layers: 8 neurons for input layer, 10 hidden neurons for middle layer, and output layer with 6 or 8 neurons according to considered human gesture set;
2. FF-ANN consisting of 3 layers: 73 neurons for input layer, 10 hidden neurons, followed by 6 or 8 output neurons.
The first one is considered when only the Myo arm band sensor is used to compute a signal vector of eight values from the muscle lectures of a human arm. The second architecture is considered when feature-level sensor fusion is carried out; then, we computed a signal vector of 73 values using the leap motion controller in addition.

During the training and testing stages, the collected dataset was split by following a ten-cross validation policy in all cases; in addition, two early-stopping conditions were used: a total mean squared error of $\epsilon \leq 0.001$, or the training is stopped after 1000 epochs.

The implemented neural network has eight signals in the input layer, has 10 neurons for training in the hidden layer and has six neurons in the output layer. The eight input signals correspond to the Myo armband readings, and the six neurons in the output layer represent each of the gestures.

### 3.2.2. HMM training

Equation $\lambda = \{N, A, B, \pi\}$ consists of four parameters; these elements will serve to perform the training of the models.

As described in Section 2.3.1, the Baum-Welch algorithm is used to train multiple HMMs by using the extracted features from the sensors. In the same way as described before, two kinds of models were implemented: using only the Myo arm band, and including the leap motion controller as well.

According to what is described in Section 2.3.1, we implemented an HMM matrix model for gesture recognition that was composed of six and eight individual HMMs according to the considered gesture set. Each HMM had five hidden states, and each state contained a 3-component mixture of Gaussian. Each $\lambda_{i,j}$ of HMM$_{i,j}$ is learned, and the probability of observation sequence $O_1, O_2, ..., O_T$ is computed. The gesture with the maximum probability in the same column is then selected. Figure 5 shows the proposed HMM matrix for gesture recognition considering two cases in the same manner as before: 8-values for the vector training, and 73-values for the fusion case.
4. Experiments and results

The following section describes all of the experiments that were performed for the recognition of the body gestures.

For our tests, we collected two datasets that were related to two different gesture types. This means that we had a total of 120,000 samples for Dataset 1. At the same way, Dataset 2 was composed of eight human gestures according to Figure 4 in Section 3.1; it was composed of 5000 samples per gesture by four different human users, resulting in a total of 160,000 samples.

For all of the tests, we named our human users $H_1, H_2, H_3,$ and $H_4$ and defined three training and evaluation cases for both the HMMs and ANNs as follows:

1. First Case:
   - **Training:** $H_1$; **Testing:** $H_2$.
   - **Training:** $H_1$; **Testing:** $H_3$.
   - **Training:** $H_1$; **Testing:** $H_4$.

2. Second Case:
   - **Training:** $H_2$; **Testing:** $H_1 + H_3 + H_4$.

3. Third Case:
   - **Training:** $H_1 + H_2 + H_3 + H_4$; **Testing:** $H_1 + H_2 + H_3 + H_4$.

These combinations were planned in order to analyze the ability of the models to represent each gesture independently from the human user and infer it from a different one. All of the experiments where performed following a 10-cross validation strategy. Other combinations were also considered, as we only presented the results for these cases.

4.1. Human gesture recognition using EMG

Our first objective was to evaluate the performance of the implemented predictive models by considering multiple training cases. During this test, we used Dataset 1 while only considering EMG data in order to study the recognition rate with few features (one 8-feature vector per sample). Table 6 shows the precision and accuracy results for the feed-forward neural networks.
Table 2

HMMs recognition rate for Dataset 1 while considering EMG signals

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Case 1(a)</th>
<th>Case 1(b)</th>
<th>Case 1(c)</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>To Stop</td>
<td>84.9%</td>
<td>7.2%</td>
<td>28.3%</td>
<td>87.8%</td>
<td>85.4%</td>
</tr>
<tr>
<td>To Continue</td>
<td>76.6%</td>
<td>8.5%</td>
<td>80.1%</td>
<td>81.9%</td>
<td>72.5%</td>
</tr>
<tr>
<td>Slow down</td>
<td>27.5%</td>
<td>1.7%</td>
<td>81.2%</td>
<td>75.0%</td>
<td>65.4%</td>
</tr>
<tr>
<td>Speed up</td>
<td>47.1%</td>
<td>8.8%</td>
<td>1.55%</td>
<td>45.6%</td>
<td>30.9%</td>
</tr>
<tr>
<td>To Need</td>
<td>24.5%</td>
<td>76.1%</td>
<td>3.7%</td>
<td>58.5%</td>
<td>60.1%</td>
</tr>
<tr>
<td>To Give</td>
<td>97.7%</td>
<td>99.9%</td>
<td>79.0%</td>
<td>95.5%</td>
<td>98.0%</td>
</tr>
</tbody>
</table>

Accuracy 59.71% 32.49% 45.63% 74.05% 68.72%

Table 3

Accuracy results for ANN and HMM

<table>
<thead>
<tr>
<th></th>
<th>ANN</th>
<th>HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>48.78%</td>
<td>45.94%</td>
</tr>
<tr>
<td>Case 2</td>
<td>56.18%</td>
<td>74.05%</td>
</tr>
<tr>
<td>Case 3</td>
<td>65.24%</td>
<td>68.72%</td>
</tr>
</tbody>
</table>

Table 1

ANN recognition rate for Dataset 1 while considering EMG signals

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Case 1(a)</th>
<th>Case 1(b)</th>
<th>Case 1(c)</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>To Stop</td>
<td>29.8%</td>
<td>6.1%</td>
<td>60.4%</td>
<td>27.6%</td>
<td>70.4%</td>
</tr>
<tr>
<td>To Continue</td>
<td>71.6%</td>
<td>59.8%</td>
<td>96.8%</td>
<td>79.9%</td>
<td>89.3%</td>
</tr>
<tr>
<td>Slow down</td>
<td>91.4%</td>
<td>83.5%</td>
<td>81.3%</td>
<td>79.1%</td>
<td>87.3%</td>
</tr>
<tr>
<td>Speed up</td>
<td>21.5%</td>
<td>28.5%</td>
<td>51.6%</td>
<td>14.9%</td>
<td>47.6%</td>
</tr>
<tr>
<td>To Need</td>
<td>91.2%</td>
<td>9.6%</td>
<td>0.3%</td>
<td>70.4%</td>
<td>63.1%</td>
</tr>
<tr>
<td>To Give</td>
<td>59.2%</td>
<td>15.9%</td>
<td>19.7%</td>
<td>65.2%</td>
<td>33.7%</td>
</tr>
</tbody>
</table>

Accuracy 60.79% 33.89% 51.67% 56.18% 65.24%

The results shown in each column indicate the precision rate for each gesture while considering three cases. The last row of the table shows the accuracy recognition rate of each case. At the same way, these experiments were replicated using the HMM architecture as described before. These results are detailed in Table 2.

Table 3 summarizes the accuracy results of both predictive models. Showing these, the HMM models had higher accuracy rates at this stage for the three cases.

According these experiments, the ANN’s accuracy resulted as follows: 48.78% for Case 1, 56.18% for Case 2, and 65.24% for Case 3. On the other hand, the HMM’s accuracy resulted in 45.94% for Case 1, 74.05% for Case 2, and 68.72% for Case 3. Showing these, the HMMs could generalize the considered human gestures in better way while using fewer features for the last two cases.
Table 4
HMM recognition rate for Dataset 1 while considering EMG and leap motion signals

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Case 1(a)</th>
<th>Case 1(b)</th>
<th>Case 1(c)</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>To Stop</td>
<td>85.1%</td>
<td>31.1%</td>
<td>33.1%</td>
<td>89.1%</td>
<td>99.3%</td>
</tr>
<tr>
<td>To Continue</td>
<td>77.1%</td>
<td>44.4%</td>
<td>85.1%</td>
<td>83.4%</td>
<td>99.8%</td>
</tr>
<tr>
<td>Slow down</td>
<td>51.1%</td>
<td>62.5%</td>
<td>92.2%</td>
<td>76.6%</td>
<td>99.9%</td>
</tr>
<tr>
<td>Speed up</td>
<td>57.9%</td>
<td>50.9%</td>
<td>32.8%</td>
<td>47.2%</td>
<td>99.7%</td>
</tr>
<tr>
<td>To Need</td>
<td>44.4%</td>
<td>77.1%</td>
<td>48.2%</td>
<td>61.4%</td>
<td>99.9%</td>
</tr>
<tr>
<td>To Give</td>
<td>98.2%</td>
<td>98.4%</td>
<td>77.78%</td>
<td>94.6%</td>
<td>98.6%</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>68.99%</td>
<td>60.75%</td>
<td>61.56%</td>
<td>75.42%</td>
<td>99.52%</td>
</tr>
</tbody>
</table>

4.2. Sensor fusion gesture recognition

For this stage, we tested for the precision and accuracy rates while considering the full feature vector for each gesture sample of Dataset 1. This included a 73-value vector that included the information from the leap motion controller device.

During this test, we collected evidence of precision and accuracy improvements when using both sensors being applied to Dataset 1 for all six human gesture cases.

4.3. Eight-human-gesture-dataset proposal

Considering the experiments that were carried out in the previous sections, it is concluded that the HMM together with the sensor fusion significantly improves the recognition rate for the six human gestures in Dataset 1.

As described before, we proposed a new dataset (detailed in Section 3.1). Dataset 2 is composed of eight different gestures. The results from testing the HMMs over the new dataset are shown in Table 5.

Table 5
HMM recognition rate for Dataset 1 while considering EMG and leap motion signals

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Case 1(a)</th>
<th>Case 1(b)</th>
<th>Case 1(c)</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Giving</td>
<td>68.1%</td>
<td>29.6%</td>
<td>43.8%</td>
<td>78.6%</td>
<td>91.8%</td>
</tr>
<tr>
<td>To Need</td>
<td>72.5%</td>
<td>34.5%</td>
<td>39.9%</td>
<td>43.8%</td>
<td>93.0%</td>
</tr>
<tr>
<td>Grabbing</td>
<td>68.4%</td>
<td>54.1%</td>
<td>59.0%</td>
<td>78.3%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Holding</td>
<td>73.5%</td>
<td>63.5%</td>
<td>63.6%</td>
<td>98.0%</td>
<td>96.4%</td>
</tr>
<tr>
<td>Setting Free</td>
<td>58.4%</td>
<td>64.1%</td>
<td>3.7%</td>
<td>98.7%</td>
<td>97.9%</td>
</tr>
<tr>
<td>Cutting</td>
<td>73.9%</td>
<td>81.5%</td>
<td>82.1%</td>
<td>84.8%</td>
<td>97.2%</td>
</tr>
<tr>
<td>Drawing</td>
<td>63.7%</td>
<td>53.6%</td>
<td>57.4%</td>
<td>90.9%</td>
<td>96.8%</td>
</tr>
<tr>
<td>Turn Off</td>
<td>61.4%</td>
<td>67.2%</td>
<td>66.1%</td>
<td>63.9%</td>
<td>87.8%</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>67.49%</td>
<td>55.69%</td>
<td>59.50%</td>
<td>79.63%</td>
<td>95.05%</td>
</tr>
</tbody>
</table>

According to these, we received accuracy rates for the different cases as follows: 60.89% for Case 1, 79.63% for Case 2, and 95.05% for Case 3.
Table 6
Recognition percentage with new set

<table>
<thead>
<tr>
<th>Gesture</th>
<th>First experiment</th>
<th>Second experiment</th>
<th>Third experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off</td>
<td>77.1%</td>
<td>33.9%</td>
<td>87.8%</td>
</tr>
<tr>
<td>Cut</td>
<td>87.9%</td>
<td>84.8%</td>
<td>97.2%</td>
</tr>
<tr>
<td>Break free</td>
<td>98.6</td>
<td>98.7%</td>
<td>97.9%</td>
</tr>
<tr>
<td>Need</td>
<td>95.7%</td>
<td>43.8%</td>
<td>93.0%</td>
</tr>
<tr>
<td>Grab</td>
<td>81.2%</td>
<td>68.3%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Hold</td>
<td>98.4%</td>
<td>98.0%</td>
<td>96.4%</td>
</tr>
<tr>
<td>Take</td>
<td>98.4%</td>
<td>33.6%</td>
<td>91.8%</td>
</tr>
<tr>
<td>Draw</td>
<td>97.2%</td>
<td>90.9%</td>
<td>96.8%</td>
</tr>
</tbody>
</table>

For this reason, these techniques were applied to a different set of gestures. For this stage of the experiments, the sampling was performed again for each gesture, and the same amount of data was taken (this time with four test subjects). Three different experiments were performed; these results are shown in Table 6.

The first column shows the results of the first experiment that consisted of dividing the information that was obtained by each of the test subjects using 2500 information points for the training and 2500 for the testing. For the second experiment, a set of 5000 data points were used for the training, and 15,000 were used for the testing. The last experiment consisted of using the combined information of all of the test subjects, using 10,000 data points for the training and another 10,000 for the testing.

5. Conclusions and future work

In this paper, we have proposed feature-level fusion techniques that are meant to recognize a set of human gestures using myography and vision-based sensors: the leap motion controller and Myo arm band devices. Considering this combination, we gathered features that corresponded to specific human gestures from the hands and arms.

Since the main objective was to obtain the highest percentage of recognition for each gesture, it was decided to fuse the information from both sensors to achieve this purpose. It is important to mention that, when testing each sensor separately, quite reliable results were obtained; however, the percentages increased as soon as the information that was collected by the other device was incorporated. Immediately after the data was merged, it was used to train the predictive models. Both artificial neural networks (ANNs) and hidden Markov models (HMMs) were shown to be able to recognize the gestures; however, it is worth mentioning that the HMMs were especially busy for pattern and signal recognition and, therefore, showed superiority over the neural networks in this case.

We collected a set of eight different gestures that can be applied to industrial and medical robotic tasks in real scenarios. The combination of visual and myography
features to describe them has given good results, as the *Myo arm band* can estimate the postures of the hands and arms while the vision sensor has no complete view of arms. At the same time, the EMG lectures can be ambiguous for some similar gestures, and the *leap motion controller* helped us distinguish the slight differences between the hands when it was necessary.

For this research, we had a special interest in determining which kind of machine-learning approach is best-fitted to represent human gestures when considering these sensors. According to our tests, we determined that sequence-based techniques such as hidden Markov models are capable of incorporating any previous data in order to determine up to eight proposed gestures with high accuracy rates as compared to the neural network methods.

Our evidence during the tests suggested that the used techniques are able to operate in real-time application environments. As part of our immediate future work, we propose the implementation of these techniques in real activities such as robotic arm prototypes for industrial and medical tasks. Besides the ability of gesture recognition, our sensors are able to get the spatial positions of the hands among other high-level descriptors that are usable for developing robust applications. In this sense, our future objective is to incorporate the sensor lectures and data to the process of learning through a video sequence from human manipulation activities such as those that are shown in Figure 6. Figures 1a, 1b, and 1c show a sequence of activities that are performed directly by the human hand; during movements that are performed with both arms, any data on the posture, velocity, etc. is being captured. Figures 2a, 2b, and 2c show the same routine; however, it is performed by a pair of robotic arms this time. The information that is captured by the sensors can be useful for the learning process of an automation task.

![Figure 6. Human and robot activity sequence example – showing use of multiple tools for industrial applications](image-url)
According to novel approaches such as [26], new techniques are emerging for improving machine-learning methods in robotic areas that are applied to industrial tasks. The developed work matches the objective of extracting information from human operators and developing remapping processes to transfer the knowledge to multiple robotic systems (as shown in 6). Currently, we are in the process of recording human and robotic sequences and developing techniques for carrying out these inferring parameter policy techniques between humans and robots by using sensors.
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