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1. Introduction

Main results of the paper. In the $h$-relation personalized communication problem, each processor has possibly different amounts of data to share with some subset of the other processors, such that each processor is the origin or destination of at most $h$ messages [2]. In the general case, where nothing can be assumed about the regularity of the communication pattern, the $h$-relation personalized communication strategy problem can be solved by using two transpose primitives [2] (all-to-all communications where each processor has to send a unique block of data to every processor, and all the blocks are of the same size).

The paper presents an alternative strategy for $h$-relation personalized communications ($h$-rpc) by employing bipartite graphs derived from the communication graph. Through this reformulation, the task of message scheduling is reduced to a set of independent problems of scheduling over the bipartite graphs.

We present a simple algorithm for partitioning of the planar graph into two bipartite graphs and another graph with maximum vertex valency 2. In a general case, when the communication pattern is a non-planar graph, our algorithm partitions the graph into $h - 1$ bipartite graphs.

In particular, we consider the communication pattern arising from the partition of geometrical area into sub-domains, and data is exchanged between processors representing adjacent sub-domains in a geometrical sense.

We show that an efficient implementation of message passing can be represented as $h$-rpc strategy with $h$ equal to the maximum number of neighboring sub-domains over the graph representation of the partitioned computational domain.

We include a theoretical discussion of the algorithm’s correctness and an analysis of its complexities.

Routing $h$-relation. The $h$-rpc problem can be solved using a simple fixed-pattern algorithm [17]. However, if there is a large variation in the message size, the algorithm becomes inefficient. A scalable two-phase algorithm for the $h$-rpc was proposed by Bader, Helman, and JáJá in [2] to mitigate this inefficiency. The authors also noted that the problem can be solved by using two transpose primitives.

Some basic work with MPI primitive implementations was done by Johnsson [12, 11, 7, 8]. Efficient implementation of the MPI primitives is described in papers of Bader [1], Sundar et al. [16]; and the approach presented in [2] is acclaimed to be the optimal strategy for routing $h$-relation.

The authors of [2] showed that the complexity of the algorithm is $O\left(\tau + h + \left(h + \frac{n}{p} + p^2\right)\sigma\right)$, where $\tau$ is the message initialization time, $n$ is total amount of data assumed to be distributed in $\frac{n}{p}$ portions over $p$ processors, and $\sigma$ is the time per byte at which processor can send or receive data through the network ($\frac{1}{\sigma}$ is the bandwidth of the network). In their paper, Goldman and Trystram [5] noticed that when all the communication patterns are known by every processor, a global knowledge algorithm can be used. By finding an optimal solution through
a permutation on the communication matrix, their solution becomes potentially better; however, they used a greedy algorithm whose results can be far from the optimal schedule.

In our approach, we use a global knowledge communication strategy based on scheduling over bipartite graphs, with an overall complexity

$$O\left(\tau h + \frac{n}{p}\sigma\right),$$

which scales favorably when the processor count is increased.

**Partitions of the planar graph.** A bipartite graph is a graph whose set of vertices can be decomposed into two disjoint sets such that no two graph vertices within the same set are adjacent. A forest is an acyclic graph (set of possibly disconnected trees). Every forest is a bipartite graph, but not every bipartite graph is a forest. A vertex valency $d(x)$ is the number of edges incident to it. The maximum vertex valency in a graph $G$ is denoted by $\Delta(G)$.

The problem of partitioning planar graphs has been extensively investigated in graph theory using forests. An effective algorithm for finding three forest partitions of every planar graph is presented in Chen et al. [19]. However, there are no theoretical results on the upper bound for the valency of forests.

The most recent theoretical results are presented in He, Hou et al. [18], and can be summarized as follows. Every planar graph $G$ has an edge-partition in two forests $T_1$ and $T_2$ and another graph $H$ with $\Delta(H) \leq 8$. An exact evaluation of $\Delta(H)$ is still an open problem, according to He Hou et al. [18]. There are examples of planar graphs whose graphs $H$ have the property $\Delta(H) = 2$, which implies that $2 \leq \Delta(H) \leq 8$. The theoretical results presented in He, Hou et al. [18] do not imply any simple graph partition algorithm, since their proofs are based on mathematical induction over the number of vertices and edges in $G$.

We present a simple linear time algorithm for partitioning a planar graph into not more than three bipartite graphs $\{B_i\}_{i=1,2,3}$ with $\Delta(B_1) \leq h$, $\Delta(B_2) \leq h - 1$ and $\Delta(B_3) \leq 2$. We use bipartite graphs that may not be forests, because we do not need to map partitions into a set of forests, we only need partitions consisting of bipartite graphs.

**Scheduling over bipartite graphs.** The usefulness of edge coloring for scheduling data transfers in large parallel architectures has been demonstrated by several authors, and a comprehensive survey of applications in various fields has been compiled by Jain et al. [6]. The application of simple edge-coloring algorithms to scheduling problems and evaluation of their experimental performance are presented by Marathe et al. [10, 13]. In general, when nothing can be assumed about the regularity of a graph, the problem of edge coloring is NP-complete (see [3, 4]). However, the problem of edge coloring of bipartite graphs can be solved by a polynomial-time algorithm. The fastest known bipartite graph coloring algorithm was developed by Rizzi et al. [14, 9]. The computational complexity of the algorithm is $O(n \log n \log v + e \log v)$ where $n$ is the
2. Graph partition algorithm

**Graph representation of the partitioned domain.** Let us consider a domain divided into sub-domains. A graph representation of the domain can be created,

\[ G = (V, E) \]  

where graph vertices \( V \) denote sub-domains, and edges \( E = \{\{u, v\} : u, v \in V\} \) denote their adjacency. A graph \( G \) is assumed to be undirected, since the sub-domains adjacency relation is symmetric.

**Partition of the graph.** The layer-connection algorithm can be applied to the graph representation of the domain. The goal of this algorithm is to partition the graph into a set of subgraphs called *layers* and *connections* (Figs. 1 and 2).

**Fig. 1.** Example of a nice message scheduling for partitioned 2D domain: (a) 2D domain partitioned into sub-domains. (b) Planar graph representation of partitioned domain. (c) Layer and connection subgraphs. (d) Partition of the planar graph into two bipartite graphs: union of all connection subgraphs \( B_1 \); union of all layer subgraphs \( B_2 \). (e) Edge-coloring of bipartite graphs. (f) Six sets of messages to be sent.
Fig. 2. Example of the worst case of message scheduling for 2D partitioned domain: (a) 2D domain partitioned into sub-domains. (b) Planar graph representation of partitioned domain. (c) Layer and connection subgraphs. (d) Second execution of layer-connection algorithm over layers. (e) Sub-layer and sub-connection subgraphs. (f) Partition of the planar graph into three bipartite graphs: union of all connection subgraphs $B_1$; union of all sub-connection sub-graphs $B_2$; union of all sub-layer subgraphs $B_3$. (g) Edge-coloring of bipartite graphs. (h) Nine messages to be sent.

A single vertex representing a sub-domain located on the boundary of the domain is selected randomly and assigned to the first layer. Then all neighbors of the previously selected vertex are assigned to the second layer. The procedure is repeated by assigning the sequence of neighboring vertices to consecutive layers until all vertices have been assigned to some layer.

More formally, we select one vertex $u_0$ in the graph and create an attributing function (3) that assigns a layer index to each graph vertex, such that within a minimal length path connecting the vertex with the initial vertex $u_0$, all vertices belong to a different layer.

$$f: V \rightarrow \{1, \ldots, NL\}:
\begin{align*}
v &\rightarrow f(v) = i,
\text{where } i = \arg\min_{v_1, \ldots, v_k} (v_1 = u_0, v_k = v)\end{align*}
$$
The path \( \langle v_1, \ldots, v_k \rangle \) is defined here as a sequence of graph vertices \( v_1, \ldots, v_k \in V \) such that each vertex is connected with its successor and ancestor \( \{v_{i-1}, v_i\} \in E \ \forall i = 1, \ldots, k \). The path length \( k \) is assumed to be minimal (it is the shortest path connecting vertices \( u_0 \) and \( v \)). Such a path exists for each vertex since the domain is assumed to be compact. \( NL \) denotes the resulting number of layers.

**Layers and connections.** The \( i \)-th layer is defined as a subgraph containing all vertices attributed (by the \( f \) attributing function) with value \( i \), and all edges between these vertices present in the original graph \( G \).

\[
L_i = (V_i^L, E_i^L) \subset G:
\]

\[
V_i^L = \{ u \in V : f(u) = i \}
\]

\[
E_i^L = \{ \{u, v\} \in E : f(u) = f(v) = i \}
\]

\( i = 1, \ldots, NL \) \hspace{1cm} (4)

The \( i \)-th connection is defined as a subgraph containing all vertices attributed (by the \( f \) attributing function) with \( i \) and \( i + 1 \) values, and all edges between vertices assigned to layer \( i \) and \( i + 1 \).

\[
I_i = (V_i^I, E_i^I) \subset G:
\]

\[
V_i^I = \{ u \in V : f(u) \in \{i, i + 1\} \}
\]

\[
E_i^I = \{ \{u, v\} \in E : f(u) = i, f(v) = i + 1 \}
\]

\( i = 1, \ldots, NL - 1 \) \hspace{1cm} (5)

**Graph partition algorithm.** Here we describe the graph-partitioning algorithm for partitioning the graph \( G \) into a set of bipartite subgraphs with disjoint edges. The input for the algorithm is the graph \( G \), and the output is the set of bipartite graphs \( \{B_i\}_{i=1}^{NB} \).

As shown in the algorithm description below, in a general case when the graph \( G \) is not planar, the total number of bipartite graphs \( NB \) is no greater than \( h - 1 \), with

\[
\Delta(B_K) \leq h - K + 1, K = 1, \ldots, h - 2; \quad \Delta(B_{h-1}) \leq 2 \hspace{1cm} (6)
\]

Also, for a planar graph \( G \) representing a partitioned 2D area, the resulting number of bipartite graphs is not greater than 3, with

\[
\Delta(B_1) \leq h; \quad \Delta(B_2) \leq h - 1; \quad \Delta(B_3) \leq 2 \hspace{1cm} (7)
\]

An example of a planar graph that partitions into 2 bipartite graphs is illustrated in Figure 1. A planar graph with more complex partitioning, requiring sub-layering, is illustrated in Figure 2.

Through the layer-connection algorithm, the task of message scheduling over the entire graph \( G \) is reduced to scheduling over independent bipartite graphs, which are simple and can be solved in polynomial time.
The graph partitioning algorithm steps are:

- **Step (1):** Execute the layer-connection algorithm over entire graph $G$. The algorithm delivers a set of connections $\{I_i\}_{i=1,\ldots,LN-1}$ and disjoint layers $\{L_i\}_{i=1,\ldots,LN}$ sub-graphs.

- **Step (2):** Create the first bipartite graph as the union of all connection subgraphs $B_1 = \bigcup_{k=0,\ldots,LN-1} I_k$.

- **Step (3):** Let iteration index $K = 0$.

- **Step (4):** If the maximum vertex valency in layer subgraphs $\{L_i\}_{i=1,\ldots,LN}$ is less than or equal to 2, **Then Go To Step (9)**

- **Step (5):** Let iteration index $K = K + 1$.

- **Step (6):** Execute recursively the layer-connection algorithm over each layer subgraph $\{L_i\}_{i=1,\ldots,LN}$. The algorithm delivers a set of $K$ sub-connection $\{I_{m,K}^i\}_{m=1,\ldots,LN^K}^{-1}$ and disjoint $K$ sub-layers $\{L_{m,K}^i\}_{i=1,\ldots,LN}^{-1}$ subgraphs. $LN^K_i$ is the number of the $K$-th sub-layer resulting from execution of the algorithm over the $L_i$-th layer.

- **Step (7):** The $K + 1$ bipartite graph is defined as the union of all $K$-th sub-connection subgraphs $B_{K+1} = \bigcup_{i=1,\ldots,LN} I_{m,K}^i$ resulting from recursive execution of the layer-connection algorithm.

- **Step (8):** Denote by $L_i$ all $K$-th sub-layer subgraphs, and by $I_i$ all $K$-th sub-connection subgraphs. Denote $LN$ as the total number of $K$-th sub-layer subgraphs. **Go To Step (4).**

- **Step (9):** The $K + 2$ bipartite graph is defined as the union of all layer subgraphs $B_{K+2} = \bigcup_{i=1,\ldots,LN} L_i$.

Stop

The correctness and efficiency analysis of the above algorithm are described in the Correctness of graph partition algorithm and Efficiency of graph partition algorithm sections.

### 3. Scheduling over bipartite graphs

We assume that

- Each processor can only send or receive one message at one time.
- Each processor sends different messages to different neighbors.
- The communication cost between each discrete pair of communicating processors is not the same.

The cost of each communication can be bounded as $t_{comm} = \tau + L\sigma$ where $\tau$ is the message initialization time, $L$ is the number of words in the message, and $\sigma$ is the time per byte at which processor can send or receive data through the network. In reality, $\sigma$ may depend on the number of processor pairs trying to send a message at the same time, and the available routes within the interconnection.
If we assume the size of each message is the same, the scheduling problem is equivalent to the problem of coloring of edges of a graph representation of the computational domain, where each vertex denotes a processor and each edge denotes a message to be sent.

A *k-edge-coloring* of graph $G$ is an assignment of $k$ colors to the edges of $G$ in such a way that any two edges meeting at a common vertex are assigned different colors. If $G$ can be $k$-edge colored, then $G$ is said to be $k$-edge colorable. The *chromatic index* of $G$, denoted by $X'(G)$, is the smallest $k$ for which $G$ is $k$-edge-colorable. From *Konig’s Theorem* [15] it follows that if $G$ is a bipartite graph whose maximum vertex valency is $d$, then $X'(G) = d$. The idea of the proof is mathematical induction on the number of edge of $G$. All trees are bipartite graphs [15].

When a graph to be partitioned is a representation of a 2D mesh, there are not more than three bipartite subgraphs and equation (7) implies that the chromatic index (number of colors required to color the entire graph $G$) is no greater than $h + h - 1 + 2 = 2h + 1 = O(h)$. The total communication cost is then bounded by

$$t_{\text{comm}} = (\tau + L\sigma)(2h + 1)2 = O(\tau h + L\sigma h)$$

This corresponds to the formulae (1).

More generally, when a graph is not a representation of 2D mesh, then (6) implies that the entire graph $G$ can be colored by using not more than $\sum_{K=1,h-2\{h - K + 1\}+2 = \frac{1}{2}h^2 + \frac{1}{2}h - 3 = O(h^2)}$ colors, in a pessimistic case. The total communication cost is then bounded by

$$t_{\text{comm}} = (\tau + L\sigma)(\frac{1}{2}h^2 + \frac{1}{2}h - 3)2 = O(\tau h^2 + L\sigma h^2)$$

The presented upper bound estimates consider a pessimistic case, and usually the algorithm deals better with the input graph. For example, on a regular 2D mesh with maximum vertex valency 6, as the one presented in Figure 1, there are only two sets of messages to be sent within 6 time units, and this result does not depend on the number of processors represented by the graph vertices.

In the best known bipartite graph edge coloring algorithms, the complexity is $O(n \log n \log h + e \log h)$; where $n$ is number of vertices, $e$ is number of edges, and $h$ is the maximum vertex valency in the graph [14].

If we assume that the size of each message is not the same, the scheduling problem can also be solved by the same strategy above. It is only necessary to select a minimum size message, divide all large messages into a sequence of minimal-sized messages, and replicate the edges in the bipartite graphs representing the largest messages. In the new graph, a single edge between a pair of processors is a minimum size message, and multiple edges constitute a large-sized message.

### 4. h-Relation personalized communication strategy

In the case when the communication pattern arises from partition of computational mesh and different messages with different sizes must be exchanged between processors
representing sub-domains adjacent in a geometrical sense, the proposed communication strategy over a heterogeneous interconnection network can be summarized in the following steps:

1. Create a graph $G$ describing the partitioned mesh as presented in (2). The maximum vertex valency in the graph is denoted by $\Delta(G) = h$.
2. Execute the graph partitioning algorithm described in section Graph partition algorithm. The algorithm results in a set of bipartite graphs $\{B_i\}_{i=1}^{NB}$.
3. Schedule messages over each bipartite graph, as described in a section Scheduling over bipartite graphs:
   (a) Find the minimum and maximum size of messages represented by edges in the $B_i$ graphs. Split each message larger than the minimum into a sequence of messages with a length equal to the minimum size message (not that the last one will usually contain a shorter message). Replicate each edge by the number of messages in the sequence.
   (b) Color the bipartite graph with multiple edges using an efficient algorithm as the one presented in [14].
   (c) Schedule messages according to the edge coloring.

In the case of a partitioned 2D mesh, the graph partition algorithm produces no more than three bipartite graphs, and in the general 3D case there are no more than $h - 1$ bipartite graphs, as shown in in the next section.

5. Correctness of the graph partition algorithm

Algorithm Correctness: general case. The analysis in this section applies to a simple geometrical consideration over any graph representation of a 3D partitioned domain, where vertices denote sub-domains, and edges denote adjacency (neighbors that share a common border — a non-empty 2D area). A planar graph is a graph representation of a partitioned 2D domain. This section deals with graph representation of partitioned 3D meshes, which are not planar graphs.

**Lemma 1.** The execution of the layer-connection algorithm over graph $G$ with $\Delta(G) \leq h$ produces a connection subgraph $I$ with $\Delta(I) \leq h$, and a layer sub-graph $L$ with $\Delta(L) \leq h - 1$.

**Proof.** Execution of the algorithm results in $\{L_i = (V^L_i, E^L_i)\}_{i=1}^{LN}$ and $\{I_i = (V^I_i, E^I_i)\}_{i=1}^{LN-1}$ subgraphs. Connection subgraph $I$ and layer subgraph $L$ are defined as unions $I = \bigcup_{k=0}^{LN-1} I_k$ and $L = \bigcup_{i=1}^{LN} L_i$.

Each connection subgraph $I_k$, $k = 1, \ldots, LN - 1$ contains all vertices from layers $L_k$ and $L_{k+1}$, but does not contain edges between vertices within the same layer. If the vertex $v = u_0 \in V^L_i$ has valency $h$ and all neighbors of $v$ are in the next layer, then $\Delta(I_1) = h$. If there are neighbors of the vertex $v$ in graph $G$ within the same layer $L_i$ as $v$, then $\Delta(I_i) < h$. We conclude that $\Delta(I) \leq h$. 
Any vertex \( v \in V_i^L \) has valency no greater then \( h - 1 \) in \( L_i \), since:

- If \( i = 1 \), \( v \in L_1 \), \( v \) is the initial vertex \( v = u_0 \) then \( v \) has no edge in \( L_1 \), because all of its edges are assigned to the connection subgraph \( I_1 \). It simply implies that the valency of \( v = u_0 \) is 0 in \( L_1 \).
- If \( i > 1 \), then each vertex within \( L_i \) has an edge to some vertex from the previous layer \( L_{i-1} \), from definition of layers-connections algorithm. If \( v \in L_i \) has \( h \) neighbors in \( G \), then at least one of its neighbors belongs to the previous layer \( L_{i-1} \). This implies that \( v \) may have a maximum of \( h - 1 \) neighbors in \( L_i \); in other words, the maximum valency of \( v \) in \( L_i \) is \( h - 1 \).

We conclude that \( \Delta(L) \leq h - 1 \). \( \square \)

**Lemma 2.** Each connection subgraph \( I_i \) is a bipartite graph.

**Proof.** There are two disjoint sets of vertices in each \( I_i \) graph, the first one contains all vertices from layer \( L_i \) and the second one contains vertices from layer \( L_{i+1} \). From the definition of the connection subgraph construction there are no edges between vertices inside each set; hence the union of the two layer graphs is a bipartite graph. \( \square \)

**Lemma 3.** The union of all connection subgraphs \( I = \bigcup_{k=0,\ldots,L_N-1} I_k \) is a bipartite graph.

**Proof.** Each connection subgraph \( I_i \) contains all vertices from layers \( L_i \) and \( L_{i+1} \). Vertices from the union graph \( I = (V^I, E^I) \) can be split into two disjoint sets \( V^I = V_1^I \cup V_2^I \), where \( V_1^I \) is the union of all vertices from all odd layers \( V_1^I = \bigcup_{k=0,\ldots,\lfloor \frac{L_N-1}{2} \rfloor} V_{2k+1}^L \) and \( V_2^I \) is a union of all vertices from all even layers \( V_2^I = \bigcup_{k=1,\ldots,\lfloor \frac{L_N-1}{2} \rfloor} V_{2k}^L \).

There are no edges between vertices from the same layer. There are also no edges between vertices from layer \( L_i \) and \( L_{i+2} \) and beyond. This implies that the union graph \( I \) is a bipartite graph. \( \square \)

**Theorem 1.** Any graph \( G \) is a union of \( h - 1 \) bipartite graphs \( \{B_i\}_{i=1,\ldots,h-1} \), where \( \Delta(B_i) \leq h - i + 1, i = 1,\ldots, h - 2 \) and \( \Delta(B_{h-1}) \leq 2 \).

**Proof.** By executing the layer-connection algorithm over \( G \) we obtain a connection sub-graph \( I_1 \) with \( \Delta(I_1) \leq h \) and layer sub-graphs \( L \) with \( \Delta(L) \leq h - 1 \), according to 1. By executing the algorithm recursively \( h - 2 \) times over layer sub-graphs, we obtain a set of connection subgraphs \( B_k = I_k, k = 1,\ldots, h - 2 \) and the layer subgraph \( B_{h-1} = L_{h-1} \) with \( \Delta(L_{h-1}) \leq 2 \). Each connection sub-graph \( I_k, k = 1,\ldots, h - 2 \) is a bipartite graph by 3. The terminal layer subgraph, \( B_{h-1} \), has a maximum vertex valency 2, which implies that it is also a bipartite graph. The procedure is illustrated in Figure 3. \( \square \)

Theorem 1 establishes the correctness of the layer-connection algorithm in the general case.

**Algorithm correctness: graph representations of 2D meshes.** The analysis in this section applies to a simple geometrical consideration over planar graphs. Graph representations of partitioned 2D meshes are planar graphs.
Fig. 3. Partition of any graph $G$ with maximum vertex valency $h$ into $h - 1$ bipartite graphs

For clarity, we assume that the domain is convex without holes. However, the analysis can be easily extended to the case of non-convex domains with holes. We make the following observations:

- All layers are created by passing of a wave from an initial sub-domain vertex $u_0$, selected randomly, located on the boundary of the domain.
- Each layer represents a sequence of connected sub-domains. The first and the last sub-domains are located on the boundary of the domain.
- Within a layer, there exists paths between each pair of vertices. Each edge represents adjacency between sub-domains.
- We define an *internal path* as one that passes through the entire layer $L_i$, and we denote edges within this path as *internal edges*. An internal path contains all vertices in the layer. We order all vertices representing sub-domains in $L_i$ from “top” to “bottom”, where by the “upper” sub-domain we mean the one located on the upper boundary of the domain. Figure 4 illustrates the ordering.

Fig. 4. Example of internal path and next layer edges
We enumerate vertices according to the order and denote them by \( <v_{Li}^1, \ldots, v_{Li}^p> \), where \( p \) is the length of the path.

- In general, all non-internal path edges may be the result of adjacency on the side of the previous layer, or on the side of the next layer, since edges represent geometrical 2D connections between sub-domains.

- We distinguish two sides of a layer for assigning a “side” to connections between sub-domains (that are not in the internal path defined above): the previous layer side and the next layer side.

- Within a layer, there are three kinds of edges: internal edges, previous side edges and next side edges, according to their geometrical location, as illustrated in Figs. 4, 5.

![Diagram](image)

**Fig. 5.** Covering of the sub-domain \( v_{Li}^{k+1} \) by the previous side edge connections

**Lemma 4.** There are no previous side edges.

**Proof.** Let us suppose there is a previous side edge \( \{v_{Li}^{k}, v_{Li}^{k+l}\} \) with \( l \geq 2 \), see Figure 5. From the definition of the layer construction, each vertex \( v_{Li}^{k} \) must be connected with some vertex from the previous layer. Existence of a previous side edge \( \{v_{Li}^{k}, v_{Li}^{k+l}\} \) means that the sub-domain represented by vertex \( v_{Li}^{k} \) is adjacent to the sub-domain represented by vertex \( v_{Li}^{k+l} \) through a common vertex in the previous layer side. But previous-side adjacency of sub-domain \( v_{Li}^{k+l} \) to sub-domain \( v_{Li}^{k+l} \) for \( l \geq 2 \) means that sub-domains \( v_{Li}^{k+1}, \ldots, v_{Li}^{k+l-1} \) are “covered” from any possible connection to the previous layer. Hence, the existence of previous-side edges is a contradiction with the fact that the covered vertices are adjacent to some vertex \( v_{Li}^{k+1} \) in the previous layer.

**Lemma 5.** Next side edges do not intersect themselves.

**Proof.** Let us suppose there is a next side edge \( \{v_{Li}^{k}, v_{Li}^{k+l}\} \) intersecting with a next side edge \( \{v_{Li}^{k+l}, v_{Li}^{k+n}\} \) where \( m > 2, n - l > 2 \) and \( 1 < l < m < n \). Adjacency of sub-domain \( v_{Li}^{k+l} \) to sub-domain \( v_{Li}^{k+m} \) means that sub-domains \( v_{Li}^{k+1}, \ldots, v_{Li}^{k+l}, \ldots, v_{Li}^{k+m-1} \) are covered on the next layer side by the \( \{v_{Li}^{k}, v_{Li}^{k+l}\} \) connection. Hence, this contradicts
the fact that sub-domain \( v_{k+i}^{L_{i}} \) can also be connected to sub-domain \( v_{k+n}^{L_{i}} \) on the next side.

**Lemma 6.** The second execution of the layer-connection algorithm over all layers \( L_i \) with \( \Delta(L_i) = h - 1 \) results in one bipartite graph \( SI \) with \( \Delta(SI) \leq h - 1 \) and one graph \( SL \) with \( \Delta(SL) \leq 2 \).

**Proof.** By executing the layer-connection algorithm over each layer \( L_i \), we obtain a set of bipartite sub-layers subgraphs \( \{L_i^m\}_{i=1, \ldots, \text{LN}_i} \) and a set of sub-connection subgraphs \( \{I_i^m\}_{i=1, \ldots, \text{LN}_i} \), where \( \text{LN}_i \) denotes the number of sub-layers resulting from execution of the algorithm over the layer \( L_i \).

The union of all sub-connection subgraphs is a bipartite subgraph, \( SI = \bigcup_{i=1}^{\text{LN}_i} L_i^m \), by 3. Also, \( \Delta(SI) \leq h - 1 \), since \( \Delta(L_i^m) \leq h - 1, i = 1, \ldots, \text{LN} \), for each layer according to 1.

It is necessary to show that \( \Delta(SL) \leq 2 \), where \( SL \) is the union of sub-layers \( L_i^m \) resulting from the execution of the algorithm over all layers \( L_i \). We can do this by proving the same property for each sub-layer, \( \Delta(L_i^m) \leq 2, i = 1, \ldots, \text{LN}, m = 1, \ldots, \text{LN}_i \), since all sub-layers are disjoint. In other words, it is only necessary to show that each vertex \( v_k^{L_i^m} \) in any sub-layer \( L_i^m \) has a valency no greater then 2 in \( L_i^m \).

We proceed with the proof by considering all adjacency cases of the vertex \( v_k^{L_i^m} \), and observations about the cases (each sub-layer has all the properties of a layer):

- The internal path in the sub-layer is an ordered set of vertices along the path \(< v_1^{L_i^m}, \ldots, v_p^{L_i^m} > \).
- We can assume that the initial vertex \( v_1^{L_i} \) is the first vertex in the internal path, and is located on the boundary of the domain.
- Each vertex \( v_k^{L_i^m} \) from sub-layer \( L_i^m \) can only have two kind of edges: *internal edges* and *next side edges*, since previous side edges are not possible, according to 4.
- Each vertex \( v_k^{L_i^m} \) in sub-layer \( L_i^m \) for \( m > 1 \) must have an edge to some vertex \( v_i^{L_{i-1}} \) from the previous sub-layer \( L_{i-1}^{m-1} \).
- Each vertex \( v_k^{L_i^m} \) in sub-layer \( L_i^m \) can have neighbors in the layer \( L_i \) only from layers \( L_{i-1}^m \) or \( L_i^m \) or \( L_{i+1}^m \), from the properties of the layer-connection algorithm.
- We distinguish *forward* and *backward* directions along the internal path according to the order of vertices on the internal path.

First, we consider the following observations for the possible adjacency cases in the backward direction:

1. Each vertex \( v_k^{L_i^m} \) from sub-layer \( L_i^m \) can only have one internal edge associated with the vertex \( v_{k-1}^{L_i^m} \) and many next side edges.
2. If there is a next side edge \( \{v_k^{L_i^m}, v_{k+1}^{L_i^m}\} \) between two vertices in sub-layer \( L_i^m \), then between those vertices there can only be vertices from further sub-layers.
Assume between them there is a vertex \( v_{L^m_i}^{L^m_{i+n}}, n \geq 1 \) from the same sub-layer, see Figure 6(a). The vertex \( v_{L^m_i}^{L^m_{i+n}} \) must be connected with some vertex from the previous sub-layer \( v_{L^m_i}^{L^m_{i+n-1}} \), by the definition of sub-layer. There is no possibility of connecting internal vertices \( v_{k+1}, \ldots, v_{l-1} \) with any external vertex, because all the vertices are covered by the next side edge, and edges do not intersect.

3. If the vertex \( v_{L^m_i}^{L^m_i} \) from sub-layer \( L^m_i \) is connected by a next side edge with another vertex \( v_{L^m_i}^{L^m_j} \) from the same layer in the backward direction, then the neighbor \( v_{L^m_i}^{L^m_{i+1}} \) of the vertex \( v_{L^m_i}^{L^m_i} \) through the internal edge in the backward direction is from the next layer \( L^m_{i+1} \), see Figure 6(b). Let us consider the execution of the layer-connection algorithm over the layer \( L_i \). The \( m \)-step assigns vertices \( v_{L^m_i}^{L^m_i} \) and \( v_{L^m_i}^{L^m_j} \) to sub-layer \( L^m_i \). In the next step, \( v_{L^m_i}^{L^m_{i+1}} \) will be assigned into a next sub-layer \( L^m_{i+1} \).

4. Each vertex \( v_{L^m_i}^{L^m_i} \) from sub-layer \( L^m_i \) can only have one neighbor \( v_{L^m_i}^{L^m_j} \) through the next side edge from the same sub-layer in the backward direction. Suppose it has two such neighbors \( v_{L^m_i}^{L^m_j} \) and \( v_{L^m_i}^{L^m_{j+1}} \), see Figure 6(c). Then, the neighbor \( v_{L^m_i}^{L^m_{j+1}} \) from sub-layer \( L^m_i \) is covered by the edge \( \{v_{L^m_i}^{L^m_k}, v_{L^m_i}^{L^m_l}\} \), which is a contradiction with observation 2.

Fig. 6. Adjacency cases for vertex from sub-layer: (a) Vertices covered by the edge \( \{v_{L^m_i}^{L^m_k}, v_{L^m_i}^{L^m_l}\} \). (b) Internal edges are from the next sub-layer. (c) Only one edge from the same sub-layer through the next sub-layer edge. (d) Only one neighbor from the same sub-layer through the internal edge.
5. Each vertex $v_{L^m_i}^{L^m_k}$ from sub-layer $L^m_i$ can only have one neighbor within the same sub-layer in the backward direction. The reason is the following: The vertex $v_{L^m_i}^{L^m_k}$ cannot have two neighbors from the same sub-layer through the next side edges in the backward direction, according to observation 4, see Figure 6(c). If the vertex has only one neighbor from the same sub-layer through next side edge in the backward direction, then its internal edge neighbor is not from the same sub-layer, from observation 3, see Figure 6(b). If the vertex $v_{L^m_i}^{L^m_k}$ has an internal path neighbor from the same sub-layer in the backward direction, then the vertex $v_{L^m_i}^{L^m_k}$ cannot have another neighbor through a next sub-layer edge, compare Figure 6(d).

We conclude that the vertex $v_{L^m_i}^{L^m_k}$ may only have one neighbor $v_{L^m_i}^{L^m_{k-1}}$ from the same sub-layer when traversing the internal path in the backward direction. The same observations apply in the forward direction, since the vertex $v_{L^m_i}^{L^m_k}$ from sub-layer $L^m_i$ can only have two neighbors $v_{L^m_i}^{L^m_{k-1}}$ and $v_{L^m_i}^{L^m_{k+1}}$ in the same sub-layer as determined from a scan in both directions, $\Delta L^m_i \leq 2$.

**Theorem 2.** If the graph $G$ is planar and $\Delta(G) = h$, then $G$ is a union of no more than 3 bipartite graphs; that is, $G = \bigcup_{i=1,...,3} B_i$, with $\Delta(B_1) \leq h$, $\Delta(B_2) \leq h - 1$ and $\Delta(B_3) \leq 2$.

**Proof.** The theorem holds as a consequence of Lemma 1 and Lemma 6. The recursive partitioning procedure in Figure 3 is truncated at the second recursion level as illustrated in Figure 7, because the sub-graph layers have a maximum vertex valency of 2.

$$
\begin{align*}
\Delta(G) &= h \\
\Delta(B_1) &\leq h \\
\Delta(L_i) &= h - 1 \\
\Delta(B_2) &\leq h - 1 \\
\Delta(B_3) &\leq 2
\end{align*}
$$

**Fig. 7.** Partition of planar graph $G$ with maximum vertex valency $h$ into 3 bipartite graphs

The theorem proves the implied correctness of the layer-connection algorithm in the case of planar graph representing a partition of a 2D mesh.

6. **Complexity of the graph partition algorithm**

**Algorithm complexity for the general case.** In the general case the graph partition algorithm produces $h - 1$ bipartite graphs, where $h$ is the maximum vertex valency in the graph.

We assume that the graph is stored as a data structure where graph vertices and edges are kept in a variable-length list. The operation of accessing all edges of all
vertices in the list has a complexity $O(nh)$, where $n$ denotes the number of vertices in the graph. The complexity of each step (See Graph partition algorithm.) in the algorithm is described below:

1. **Step(1)** is $O(nh)$. The layer-connection algorithm visits each vertex, browses all of its neighbors, and assigns layer-connection indexes to each vertex.
2. **Step(2)** is $O(nh)$. This step browses all vertices and edges of the graph, to form a bipartite graph $B_1$ and layer subgraph $L_1$. It is performed by attributing graph edges and vertices.
3. **Step(3)** is $O(1)$. Initializes a layer counter.
4. **Step(4)** is $O(nh)$. This step searches all vertices of the graph, and all edges of particular layers, to find the maximum valency of the graph vertices. All edges of all graph vertices are browsed, to determine their assignment to layers.
5. **Step(5)** is $O(1)$. The layer counter is incremented.
6. **Step(6)** is $O(nh)$. This step required browsing of all vertices of the graph and all edges of those vertices assigned to particular layers. All edges of the graph vertices are checked to determine their layer assignment.
7. **Step(7)** is $O(nh)$. This step queries all vertices of the graph, and all edges of particular layers, to group them into a bipartite graph $B_{k+1}$ and the sub-layers of subgraph $L_{k+1}$. This is accomplished by attributing graph edges and vertices. All edges of all graph vertices are searched for assignment to a sub-layer.
8. The **Step(8)** This is a pseudo-code description for defining a naming convention.
9. **Step(9)** is $O(nh)$. This step requires browsing all vertices of the graph, and all edges of particular sub-layers, for attributing them to the last bipartite graph $B_{k+2}$. All graph edges of the graph vertices are searched for assignment to a sub-layer.

In the general case, **Step(4)**–**Step(8)** are repeated $h - 2$ times. The total computational complexity contribution from the above list is

$$O(nh + nh + 1 + (h - 2)(nh + 1 + nh + nh) + nh) = O(nh^2)$$  \hspace{1cm} (10)

**Algorithm complexity for a planar graph.** The case of planar graph differs from the general case only in the number of iterations. The **Step(4)**–**Step(7)** loop is performed no more than one time. Hence, the total computational complexity of the algorithm for a planar graph is

$$O(nh + nh + 1 + nh + 1 + nh + nh + nh) = O(nh)$$  \hspace{1cm} (11)

### 7. Conclusions

- We have shown that all communication problems arising from a partition of a 2D computational domain into sub-domains and exchanging data with neighbors can be solved using a $h$-relation personalized communication ($h$-rpc), where $h$ is the maximum number of neighboring sub-domains.
• We propose an alternative h-rpc strategy for communication patterns arising from partition of the domain into sub-domains. The strategy uses an algorithm that partitions a graph representation of the domain into a set of bipartite graphs, edge-colors the bipartite graphs, and schedules communication according to the assigned color.

• We have shown the correctness of proposed graph partitioning algorithm and analyzed its computational complexity.

• We have derived the cost for scheduling our bipartite graphs edge-coloring algorithm.

• For planar graphs representing partitioned 2D areas, the number of resulting bipartite graphs is not more than 3, and the number of colors required for edge-coloring is not greater than $2h + 1$.

• For the graph representation of partitioned 3D areas, the number of resulting bipartite graphs is not more than $h - 1$, and the number of colors required for edge-coloring is no greater than $\frac{1}{2}(h^2 + h - 6)$.
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